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“The price of anything is the amount of life you exchange for it.”

— Henry Thoreau

“You have brains in your head. You have feet in your shoes. You can steer

yourself any direction you choose.”

— Dr. Seuss



Abstract

Respiratory motion affects a wide range of techniques in the field of medical image acquisi-

tion and analysis. In image-guided interventions it may cause misalignment of static road

maps with the patient’s anatomy. In imaging such as magnetic resonance (MR) imaging

or positron emission tomography (PET) it may cause the images to appear blurred which

may impede disease diagnosis and staging.

Manifold learning is a powerful tool for the non-linear dimensionality reduction of imaging

data, which can be used to uncover the data’s dominating sources of motion. By aligning

low-dimensional embeddings of multiple datasets, which vary due to the same motion,

in a joint low-dimensional space accurate correspondences between the datasets can be

established.

In the first part of this thesis, manifold alignment is investigated for the robust reconstruc-

tion of high-resolution 4D (3D+time) MR imaging sequences of respiratory motion from

sequentially acquired 2D MR slices. In particular, a novel groupwise manifold alignment

scheme is presented which outperforms two current state-of-the-art reconstruction tech-

niques. From such 4D MR images very accurate motion estimates are derived, which, in

turn, are used to correct for motion in simulated PET-MRI data.

In the second part of this thesis, a patient-specific respiratory motion model presented based

on groupwise manifold alignment. Such a motion model can be used to correct for 3D organ

motion during an image-guided intervention where only 2D images are available. It is shown

that the aligned low-dimensional representations obtained using manifold alignment may

be viewed directly as a surrogate-driven motion model. By updating this low-dimensional

manifold with points obtained from new 2D imaging data, the model can automatically

adapt to previously unseen breathing patterns.

Lastly, in the third part of this thesis, a novel manifold alignment method is outlined which

does not require any of the datasets to be comparable in the image space and can thus be

used to align the manifolds of visually distinct datasets. Using this method the 4D MR

reconstruction from multiple 2D MR slices is revisited. Furthermore, the methodology is

applied to time-resolved compounding of multiple 3D ultrasound views of the same organ.
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Chapter 1

Introduction

1.1 Motivation

Respiratory motion is one of the most significant sources of thoracic and abdominal or-

gan motion and can significantly impact on medical treatments and imaging techniques.

In imaging techniques such as MR imaging or PET respiration can negatively affect im-

age quality causing blurring of structures or tumours which causes difficulties in disease

detection, diagnosis and staging. In interventions such as radiotherapy or cardiac catheter-

isations which require, or are aided by image-based planning prior to the treatment, motion

induced by respiration may cause the target area to deviate from the treatment plan. This

may reduce the accuracy of the treatment and potentially cause harm to the patient.

Although approximately cyclic, breathing motion is not perfectly repeatable from breath-

ing cycle to breathing cycle. In fact significant variations exist between breathing cycles,

and also between inhalation and exhalation, impeding the accuracy of commonly used

strategies to account for respiratory motion.

Some imaging modalities can be dynamically acquired in close to real-time allowing

imaging of patients under free-breathing. For example, 2D MR slices can be acquired using

standard sequences in less than 200 ms. In order to image volumes rather than planes,

slice stacking approaches aim to combine multiple slices from different imaging planes into

coherent 3D images. Due to the respiratory motion variabilities this is a challenging task.

A closely related challenge is the compounding of free breathing 3D US data from different

views.

In image-guided treatments it has been proposed to use patient-specific motion models

to account for respiratory motion. Such models are calibrated using image data before

the treatment and can then be used during the treatment to obtain close to real-time

motion estimates by acquiring a simpler respiratory surrogate signal. Although many such

motion models can account for some of the respiratory variations, most are restricted to the
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breathing patterns observed before the treatment and may lose validity as the treatment

goes on due to changing breathing patterns.

Dimensionality reduction techniques offer a powerful tool to analyse respiratory motion.

In particular, non-linear dimensionality reduction techniques, collectively known as mani-

fold learning, have been successfully applied to this task. Manifold alignment techniques

are an extension of manifold learning methods which allow reduction of the dimensionality

of multiple datasets into a single consistent low-dimensional space. Manifold learning and

alignment techniques provide a possible tool to estimate respiratory motion directly from

medical imaging data.

1.2 Contributions

The foremost contribution of this thesis is to investigate the potential of manifold align-

ment techniques to account for respiratory motion in various applications in medical image

analysis.

In particular, several novel methods are proposed to establish correspondences between

large numbers of medical imaging datasets in the low-dimensional space. Such correspon-

dences are used for the following applications:

• To reconstruct accurate 4D MR sequences from sequentially acquired 2D MR slice

data from different imaging planes. In contrast to dynamic 3D MR images, such 2D

slices have particularly advantageous properties in the lungs, where they can visualise

blood flow through the vasculature. When present in the reconstructed 3D images,

these features allow for a very accurate estimation of the motion inside the whole

thorax including the lungs.

• To accurately correct PET data for respiratory motion using simultaneously acquired

2D MR data in a hybrid PET/MR scenario.

• To simultaneously gate and compound multiple 3D ultrasound sequences of the same

organ from different views.

• To implement a novel type of motion model which has the inherent ability to contin-

ually adapt to changing breathing patterns during image-guided treatments, allowing

for increased accuracy in long treatment sessions.

1.3 Outline

The thesis is organised the eight chapters, which are outlined in detail below.
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Chapter 2 provides a characterisation of respiratory motion and its variabilities and

examines its impact on various clinical applications in medical imaging and treatments.

Chapter 3 contains a literature review which focuses on existing solutions to the prob-

lem of respiratory motion, including simple techniques to correct for respiratory motion,

methods to image respiratory motion, and patient-specific motion modelling techniques.

Furthermore, existing manifold learning and manifold alignment techniques and their ap-

plications in medical imaging are discussed.

Chapter 4 introduces the theory of two basic approaches to manifold alignment of two

datasets and establishes the notation used throughout the remainder of this thesis.

Chapter 5 examines a number of extensions of basic manifold alignment methods to

multiple datasets for the reconstruction of 4D MR volumes from coronal 2D slice-by-slice

data. In particular, a novel groupwise manifold alignment approach is proposed which

allows for robust and accurate reconstruction of such data. It is furthermore demonstrated

how the approach can be used to correct PET data using simultaneously acquired MR data

in a hybrid PET/MR scenario.

Chapter 6 describes how manifold alignment methodology can be used to implement

an autoadaptive motion model which has the ability to automatically adapt to changing

breathing patterns in lengthy image-guided treatments.

Chapter 7 describes a novel manifold alignment method which can be used to establish

correspondences between dynamic imaging data from different views or different parts of

the anatomy, which are too dissimilar to be compared in image-space. The technique is

demonstrated for 4D MR reconstruction from sequentially acquired sagittal 2D MR slices,

which is a more challenging problem than for coronal slices, and for the simultaneous gating

and compounding of ultrasound images acquired from two different views.

Chapter 8 summarises the main contributions presented in this thesis and describes some

limitations of the proposed methods. Moreover, a discussion on the clinical impact of the

methods is provided along with an overview of future directions. Finally, conclusions are

drawn.

In addition to the above chapters this thesis contains three appendices. Appendix A con-

tains some additional proofs pertaining to Chapter 4. Appendix B describes the different

approaches used to generate synthetic data for validating the approaches proposed in this
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thesis. Lastly, Appendix C contains a summary of all the medical image datasets used in

the experiments of Chapters 5-7.



Chapter 2

Challenges of Respiratory Motion

The main focus of this thesis is human respiratory motion and solutions to some of the

problems it can cause in various aspects of medical image analysis. In Sections 2.1-2.4 the

characteristics of this motion are more closely analysed before going into the details about

the problems respiratory motion poses in medical imaging and image-guided treatments in

Section 2.5.

2.1 Physiology of Respiratory Motion

Respiratory motion drives the intake and exchange of oxygen and carbon dioxide between

an organism and the environment, which is required to keep the organism alive.

The passage of air into the lungs to supply the body with oxygen is known as inhalation

or inspiration, and the passage of air out of the lungs to expel carbon dioxide is known

as exhalation or expiration. In physiology this process is collectively called breathing or

ventilation. The motion driving this process is usually referred to as respiratory motion.

Breathing is a mostly involuntary motion which is controlled by the autonomic nervous

system, but can be voluntarily overridden to a certain degree, for example for short periods

of breath-holding [Keall et al., 2006]. During inspiration, the diaphragmatic muscles in

the abdomen contract, lowering the diaphragm. The space thus created is filled by the

lung. Under certain circumstances the external intercostal muscles of the thorax help with

inspiration by actively elevating the chest. During expiration, the diaphragm relaxes and

is pushed up by the abdominal pressure. The muscles of the abdominal wall, and the

intercostal muscles assist this movement [Faller and Schünke, 2004]. These two processes

are illustrated in Fig. 2.1.

The contributions of the different muscle groups vary during inhalation and exhala-
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Figure 2.1: Sagittal schematic of inspiration and expiration indicating the movements of
the diaphragm and external intercostal muscles1.

tion, and with different breathing patterns. During normal, quiet breathing most subjects

breathe predominantly with the diaphragm when supine and predominately with the tho-

racic muscles when upright [Sharp et al., 1975]. Fast and shallow breathing is accomplished

by employing mostly the thoracic muscles, probably because the intercostal muscles are

capable of more rapid action than the diaphragm and abdominal muscles [Sharp et al.,

1975]. Normal breathing involves typical lung volume changes of around 20%. However,

it has been found that the increase in lung volume can be between three to four times

larger during deep breathing. Breathing patterns can and frequently do vary in magnitude,

periodicity and regularity during a single imaging session [Keall et al., 2006]. Among other

organs the lungs, esophagus, liver, pancreas, breasts, prostate and kidneys are known to

move due to respiratory motion, thus affecting a wide range of different medical applications

[McClelland et al., 2013]. The focus of this thesis lies mainly in imaging and accounting

for respiratory motion of the thorax (i.e. primarily the lungs) and the liver, although the

techniques developed here may also have applications in other organs.

2.2 Extent and Directions of Respiratory Motion

A number of studies have investigated the extent of respiratory motion. Many of these

studies examined the motion of tumours or fiducial markers implanted close to tumours

1This illustration is available from the Wikimedia Commons under the Creative Commons licence: https:
//commons.wikimedia.org/wiki/File:2316_Inspiration_and_Expiration.jpg
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rather than the motion of the organs themselves, and the overall organ motion was assumed

to correlate with that of the tumour. A good review can be found in Keall et al. [2006].

Generally it has been found that tumours higher up in the thorax (e.g. upper lung lobes)

exhibit smaller motions than tumours in the lower lung lobes or the liver [Suh et al.,

2008; Seppenwoolde et al., 2002; Plathow et al., 2004; Park et al., 2012]. Furthermore,

on average respiratory motion is largest in the superior-inferior (S-I) direction, followed

by the anterior-posterior (A-P) and then the right-left (R-L) directions [Suh et al., 2008;

Seppenwoolde et al., 2002; Park et al., 2012; Korin et al., 1992] and there are typically

no significant differences in respiratory motion between the left and right hemi-thoraxes

[Plathow et al., 2004; Korin et al., 1992].

The actual peak-to-trough displacements reported vary from study to study, presumably

due to the typically small number of datasets. The largest study of thoracic tumour motion

to date was performed by Suh et al. [2008] and included multiple treatment fractions of

30 patients who underwent stereotactic radiotherapy. The authors reported an average

peak-to-trough distance of 8 mm for the lower lung lobes and 3.6 mm for the upper lung

lobes. Furthermore, it was found that the S-I motion was dominant in 57% of patients, the

A-P motion in 27% of patients, and the R-L motion in 16% of patients. In a similar large

study involving 20 patients, Seppenwoolde et al. [2002] reported tumour motion in the S-I

direction of 12 mm on average in the lower lobes and 2 mm in the upper lobes. The authors

found that the motion in the R-L and A-P directions was similar for upper and lower lobes

and tended to be smaller than the S-I motion with average figures of 1.2 mm and 2.2 mm,

respectively. Plathow et al. [2004] found that tissue mobility was significantly larger in

healthy lung tissue compared to tissue affected by tumours. Therefore, the figures quoted

above (for patients) may be larger for healthy subjects. Park et al. [2012] investigated the

extent of tumour motion in the liver for 20 radiotherapy patients by tracking implanted

fiducial markers and found average motion ranges of 16.5 mm, 5.3 mm and 2.8 mm in the

S-I, A-P, and R-L directions, respectively. The authors found that the S-I and A-P motions

were highly correlated whereas the R-L motion had a more variable relationship to the other

directions.

2.3 Respiratory Variabilities

Breathing is an approximately periodic motion with typical cycle lengths of 3 to 5 seconds

[Seppenwoolde et al., 2002]. However, respiratory motion can be characterised by signifi-

cant variations between the inhale and exhale motion (known as hysteresis or intra-cycle

variability) [Blackall et al., 2006; Seppenwoolde et al., 2002; Suh et al., 2008] and from

one breathing cycle to the next (known as inter-cycle variability) [Blackall et al., 2006;

Von Siebenthal et al., 2007c].
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2.3.1 Inter-cycle Variability

Variations between one breathing cycle and other breathing cycles are referred to as inter-

cycle variabilities. This can either be differences in the amplitude or trajectory from one

breathing cycle to the next [Keall et al., 2006; Blackall et al., 2006], or more systematic res-

piratory drift which can occur during longer imaging or treatment sessions [Von Siebenthal

et al., 2007a].

Simple variations in magnitude and shape of respiratory motion trajectories occur be-

tween consecutive breathing cycles and to a much larger degree for breathing cycles sepa-

rated by a long time. Kini et al. [2003] investigated these variations by looking at respiratory

traces obtained using the Varian Real Time Position Management (RPM) system, which

derives a 1D signal by tracking infra-red surface markers placed on the patient’s chest and

abdomen. An example of such a trace on two separate treatment days is reproduced in

Fig. 2.2. Slight variations in the magnitude and shape of the respiratory trajectory can

be observed from breathing cycle to breathing cycle. Over longer periods, such as here on

different treatment days, significant changes to the motion pattern can occur.

Figure 2.2: Respiratory traces obtained using the Varian RPM in a patient on two different
treatment days. Figure reproduced from [Kini et al., 2003].

In addition to changes in the respiratory pattern such as observed by Kini et al. [2003],

respiratory motion may also undergo a continuous drift. Von Siebenthal et al. [2007a]

studied the respiratory motion of the liver over extended periods of time using 4D MR. The

authors found that the liver can undergo significant drift in the time scale of a radiotherapy
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treatment due to bowel movements or general muscle relaxation. It was found that the

average drift in the exhale position of 11 healthy volunteers amounted to 3.1 mm in 20

minutes, however the maximum drift ranged up to 12.8 mm.

It is important to note that one-dimensional motion surrogate signals such as, for exam-

ple, the one shown in Fig. 2.2 or signals obtained using a respiratory bellows [McClelland

et al., 2013] or an MR pencil beam navigator [Köhler et al., 2011] can be misleading. A

surrogate signal may have identical values at different time points while the internal organs

have significantly different configurations. Blackall et al. [2006] investigated this effect using

dynamic MR imaging and motion modelling (see Section 3.3) in patients and found that

lung surface landmarks at equal surrogate values may vary by up to 3.9 mm for different

breathing cycles (but during the same imaging session).

2.3.2 Intra-cycle Variability

Hysteresis occurs when a location (such as a tumour) follows a different path during in-

halation than during exhalation. Seppenwoolde et al. [2002] found that hysteresis in the

lungs, when present, was largest in the sagittal plane, but could also be observed in other

planes. They observed hysteresis in the trajectories of half the patients studied, amounting

to a 1 mm to 5 mm separation of the trajectories during inhalation and exhalation. To

illustrate the large variability in trajectories that tumours can take the authors plotted the

trajectories of 21 tumours in the coronal and sagittal planes. This diagram is reproduced

in Fig. 2.3. Significant hysteresis can also occur in the liver [Von Siebenthal et al., 2007a]

and the heart [Nehrke et al., 2001].

As for the inter-cycle variability, caution must be exercised when measuring respiratory

cycles using a 1D surrogate signal, as similar values may correspond to different organ con-

figurations. Blackall et al. [2006] also investigated this effect for intra-cycle variabilities and

found that lung surface landmarks may vary by up to 5.2 mm in patients between inhaling

and exhaling trajectories of the same breathing cycle. The effect is most pronounced close

to the inhale state.

2.4 Breath-holding

Breathing can be consciously interrupted for short periods of time for a breath-hold. Breath-

holding is one of the simplest solutions to respiratory motion as will be discussed in more

detail in Section 3.1.1. Normal, healthy subjects can usually comfortably hold their breath

for maximally 30 seconds [Scott et al., 2009]. However, breath-holding can often be prob-

lematic for patients and breath-hold durations may be limited to shorter periods [Scott

et al., 2009; Zech et al., 2004]. Breath-holds can be performed at any respiratory posi-
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Figure 2.3: Orthogonal projections of the trajectories of 21 tumours on (left) the coronal
and (right) the sagittal plane. The tumours are displayed at their approximate location
and tumours that were attached to bony structures are circled [Seppenwoolde et al., 2002].

tion, but most commonly either end-exhale, or end-inhale are used because patients can

be coached to achieve those states with a reasonable degree of reproducibility [Keall et al.,

2006; Blackall et al., 2006]. Inhale states may be beneficial for some applications, such as

radiotherapy, because in this configuration healthy lung tissue is less likely to be in the

primary radiation beam. However, it has been shown that self-determined inhale breath-

holds are less reproducible [Blackall et al., 2006; Liu et al., 1993]. However, even exhale

breath-holds can be characterised by significant variations. Liu et al. [1993] attempted to

quantify variability in subsequent, self-determined exhale breath-holds, and found that the

diaphragm position varied 8.3 mm on average between breath-holds. Lastly, it is known

that the predominant respiratory muscles can be different for breath-holding compared to

free breathing [Keall et al., 2006; Blackall et al., 2006]. This may have implications for

applications where data acquired during breath-holding is used to predict free breathing

motion states.

2.5 Problems Caused By Respiratory Motion

Respiratory motion is a complicating factor in a range of applications. They can be broadly

divided into medical imaging techniques where the respiratory motion can cause various

kinds of artefacts, and medical interventions where respiratory motion can cause the in-

tended target volume to deviate from pre-treatment planning. In the following, a selection
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of applications from each category will be discussed.

2.5.1 Interventions

radiotherapy (RT) is often used as part of curative or palliative treatments of various

cancers. In RT ionizing radiation, which causes cell death, is used to irradiate tumours

in order to eliminate them or control their growth. In order to maximise the dose the

tumour receives and at the same time minimise the irradiation of surrounding healthy

tissue, typically RT treatments are planned based on 3D volumes obtained using anatomical

imaging techniques such as computed (X-ray) tomography (CT) [Lichter and Lawrence,

1995] or functional imaging techniques such as PET. When treating lesions in the thorax

or abdominal organs, respiratory motion can cause the tumour to move out of the planned

target volume, which in the worst case causes healthy tissue to be irradiated instead of the

tumour. To account for this, in the RT planning stage, safety margins are typically placed

around the target volume [Seppenwoolde et al., 2002]. More accurate target volumes with

smaller safety margins allow for higher doses, which in turn have been shown to increase

the survival rate for various cancers [Keall et al., 2006]. Thus, accurate knowledge of the

tumour respiratory motion is highly beneficial and many of the studies outlined above aim

to characterise this motion.

In addition to the advent of non-invasive radiation therapy in the last few decades

there has been a shift from open surgeries to minimally invasive surgeries, as they lead to

much reduced damage of surrounding tissues which results in lower patient mortality, faster

recovery and shorter hospital stays [Peressutti, 2014]. Conventionally, a 3D preoperative

plan, based on images acquired before the procedure, is registered to the physical space of

the patient in the operating room. In interventions on the heart, such as atrial ablation

or balloon dilation of pulmonary valves [Tzifa et al., 2010; Klemm et al., 2007], respiratory

motion causes significant challenges. Similar to RT, it may cause a misalignment between

the anatomy and the guidance information acquired pretreatment [Hawkes et al., 2005;

King et al., 2009a].

Another minimally invasive technique which is currently being studied for the treatment

of certain abdominal tumours is high-intensity focused ultrasound (HIFU) ablation. In

HIFU acoustic energy is focused on the cancerous tissue in order to raise its temperature

and cause ablation. However, applying HIFU to the organs of the upper abdomen is

challenging as respiratory motion can cause significant displacements of the organs [Ries

et al., 2010]. Gating approaches have been proposed but may lead to very lengthy treatment

times [Rijkhorst et al., 2011]. To allow for more accurate tracking of tumours it has been

proposed to combine HIFU with MR guidance [Hynynen et al., 1996]. As well as visualising

the anatomy and tumour in real-time, such a system can produce real-time temperature
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maps based on MR phase imaging [Ries et al., 2010], which allow very accurate dosage of the

deposited energy. However, in addition to the aforementioned target motion, respiratory

motion in this application results in undesired phase variations which can lead to significant

temperature artefacts [Köhler et al., 2011; Ries et al., 2010].

2.5.2 Imaging of Anatomy with Respiratory Motion

In addition to the problems mentioned above for interventions, respiratory motion of the

thorax and upper abdomen also affects the acquisition of images using various modalities.

This may limit their utility for planning treatments such as the ones outlined above, but

also their clinical utility in general.

MR imaging is in wide clinical use for medical diagnosis, staging of disease and follow-up.

The modality can provide high soft tissue contrast without exposure to ionizing radiation

[McRobbie et al., 2006]. However, in MR imaging of organs in the thorax or upper abdomen

respiratory motion can lead to inconsistencies in k-space which in turn can cause artefacts

such as intensity loss, phase inconsistencies, blurring or ghosting, all of which can reduce

the images’ clinical utility [Ehman and Felmlee, 1989; McRobbie et al., 2006]. This can be

a limiting factor for numerous applications, such as for example diagnosing lesions in the

liver [Zech et al., 2004] or imaging of the coronary arteries [Nehrke et al., 2001; Wang et al.,

1995]. One widely used solution to the problem of respiratory motion is acquiring the scan

during a breath-hold. However, for many applications scans of sufficient signal-to-noise

ratio or resolution cannot be completed within the comfortable breath-hold period of 20-30

seconds for a healthy volunteer [Scott et al., 2009; Zech et al., 2004]. Acquiring a respiratory

signal using, for example, a respiratory bellows or an MR pencil beam navigator allows the

use of gating techniques whereby imaging data are only acquired in a predefined window of

signal values [Ehman et al., 1984; McRobbie et al., 2006]. However, such approaches often

significantly prolong acquisition times [Ehman and Felmlee, 1989] and may lead to images

of inferior quality compared to breath-hold images [Katayama et al., 2001].

Respiratory motion poses particular challenges in PET. PET allows the visualisation

of functional processes in the body by detecting photon pairs, which are generated when

positrons emitted by a specific radioactive tracer annihilate with electrons in the body. The

tracer is bound to a biologically active molecule and is injected into the bloodstream pre-

treatment. At present the most commonly used clinical tracer is fluorodeoxyglucose (FDG),

which is fluorine-18 attached to an analogue of glucose. The technique is of particular

interest for visualising tumours by measuring their metabolic activity. In PET imaging of

the thorax or abdomen respiratory motion poses a significant problem as typical clinical

PET acquisitions currently take between two to ten minutes per bed position [Thielemans

et al., 2011; Grimm et al., 2013]. Therefore, breath-holding techniques are not feasible and
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gating techniques lack wide clinical acceptance due to low SNR or excessive scan times

[Grimm et al., 2013]. Respiratory motion may lead to blurring of lesions in PET, which

may lead to reduced detectability of small tumours, errors in creating planning volumes

for radiotherapy treatments and incorrect standardised uptake value (SUV) calculations

[Visvikis et al., 2006; Nehmeh et al., 2008]. Incorrect SUV measurements can in turn

adversely affect diagnosis and tumour staging [Thielemans et al., 2011; Liu et al., 2009].

Attenuation correction is a method for correcting the PET data for the effects of the

different types of tissues the photons pass through on their way to the detectors. Dense

tissue, like bones, will absorb a larger part of the photons whereas soft tissue, like lungs,

will absorb much less. Images reconstructed without attenuation correction will, thus,

show apparently greater activity in areas of soft tissue as compared with dense tissue.

Typically, attenuation correction is performed based on a single CT scan. However, this

scan represents a snapshot of a single respiratory state, and hence artefacts will occur if

PET data is acquired at a different respiratory state.

2.6 Discussion

Respiratory motion poses significant challenges in a wide range of medical treatments and

imaging techniques. Furthermore, because treatments increasingly rely on robust imaging

those problems have become strongly interconnected.

Accurate imaging and correction for this motion is crucial as it may directly influence

the survival of patients, for example following minimally invasive treatments, or due to

misdiagnosis of cancer because of imaging artefacts. Due to the high variabilities respira-

tory motion may exhibit, both between inspiration and expiration (intra-cycle variabilities)

and between separate breathing cycles (inter-cycle variabilities), this is a very challenging

problem.

In the following chapter existing solutions to the problems that respiratory motion poses,

and methodologies to better understand respiratory motion will be discussed.
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In this chapter some important works from the fields of respiratory motion correction,

manifold learning and manifold alignment will be discussed. First, in Section 3.1 I will

talk about strategies for motion correction in various imaging modalities and treatments.

In Section 3.2 possibilities to directly or indirectly image respiratory motion using fast

dynamic imaging modalities will be discussed. Another approach to respiratory motion,
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motion modelling, will be examined in Section 3.3. Finally, the last two sections of this

Chapter (Sections 3.4 and 3.5) will examine manifold learning and manifold alignment

techniques with a particular focus on applications in medical imaging.

3.1 Correcting for Respiratory Motion

For a variety of medical applications such as the diagnosis of illnesses or the planning of

treatments, physicians are interested in imaging the thorax or abdomen. Often this is

not possible because acquisition times are long when compared to typical breathing cycle

lengths. In the following a number of strategies for correcting for respiratory motion are

examined.

3.1.1 Breath-Holding

As mentioned in Chapter 2, for simple image acquisitions breath-holding can be a feasible

solution. However, breath-holding can often be problematic for patients [White et al.,

2009], and acquisitions are limited to maximally 30 seconds [Scott et al., 2009; Zech et al.,

2004]. While some simple imaging techniques can be performed during a single breath-hold,

more sophisticated techniques require the combination of multiple breath-hold scans. For

example, Nehmeh et al. [2007] investigated combining PET data acquired during nine 20

second breath-hold scans at a deep inhale position.

Combining multiple breath-holds has also been proposed for various treatments. Mah

et al. [2000] investigated deep inspiration breath-holding for the treatment of seven pa-

tients with thoracic tumours using radiotherapy. Deep inspiration was chosen because it

expanded the patient’s lungs to maximum volume thus driving healthy lung tissue out of the

primary radiation beam. A similar methodology has also been applied to MR-guided HIFU

treatments of the liver. Okada et al. [2006] performed sonifications during 46 subsequent

20 second breath-holds in a single patient with hepatocellular carcinoma. The respira-

tory position was monitored using a respiratory bellows and the temperature elevation was

visualised using phase MR.

For the reasons discussed in Section 2.4, combining multiple breath-hold gates may

not be optimal under some circumstances as they may not be reproducible. Furthermore,

breath-holding may only be feasible for a subset of patients.

3.1.2 External Gating Techniques

Respiratory gating techniques measure the respiratory motion using some simple surrogate

signal, which can be easily acquired during the treatment or imaging session and has a

strong correlation with the internal motion. This signal is then used to control treatments;
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for example it can be used to decide when to turn on the radiation beam in radiotherapy.

In imaging it can be used to restrict the data collection to a single gating window in the

respiratory cycle. Advanced techniques combine multiple gating windows to achieve either

better quality or time-resolved images. In the following, first a few of the most common

methods to obtain a respiratory surrogate signal are discussed before reviewing a number

of different gating methods. In particular, in Section 3.1.4, a number of techniques will

be presented which have used gating to correct for motion in simultaneous PET/CT and

PET/MR.

Commonly Used Devices for Measuring Respiratory Motion

In this section the different ways of making physical measurements to derive a respiratory

trace for gating and later for motion modelling are reviewed.

In MR image acquisition the most common surrogate data proposed has been the MR

navigator echo, also called a pencil beam navigator. This involves a small column of mag-

netisation being excited to measure the position of a region of tissue over time [Danias

et al., 1997]. They have been most commonly used to track the head-foot translation of

the right hemi-diaphragm.

The respiratory bellows is an alternative means of measuring respiratory position [San-

telli et al., 2011]. This consists of an air filled bag, which is wedged between the subject’s

abdomen or chest and a firm surface such as an elasticated belt. The motion of the ab-

domen or chest during respiration causes air to be expelled from the bellows and a sensor

measures the flow of the air.

A spirometer measures the air flow to and from the lungs, and is commonly used for

testing pulmonary function. One problem with using spirometry as a surrogate signal is

that there can be considerable drift in the spirometry signal due to instrumentation errors

and/or escaping air [McClelland et al., 2013].

A common means of acquiring respiratory surrogate data has been to track the motion

of one or more points on the surface of the chest or abdomen. There are various commer-

cially available products which implement such solutions, for example the Varian real time

position management (RPM) system1.

Techniques Using a Single Gate

Gating methods for radiotherapy were first demonstrated in Japan by Ohara et al. [1989].

The authors controlled the beam activation using a respiratory signal measured by a spirom-

eter for lung cancer patients. The beam was only triggered when the patient was in a

1https://www.varian.com/oncology/products/motion-management-verification/

rpm-respiratory-gating
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predefined exhale gate. Gating has also been proposed for MR-guided radiotherapy in

an experimental hybrid MR scanner/linear accelerator [Stam et al., 2012]. However, the

method has not yet been demonstrated on patients.

A similar method was proposed recently for the gating of MR-guided HIFU [Auboiroux

et al., 2014]. The gating was performed based on signals extracted automatically from

images acquired using a digital MR-compatible camera.

Respiratory gating for MR imaging was first proposed by Ehman et al. [1984]. The

authors investigated three different methods for obtaining respiratory traces: Two devices

measuring the temperature of inhaled and exhaled air, and a respiratory bellows. The

authors found that the latter led to the most accurate results, and respiratory bellows are

still in wide clinical use today.

The first PET gating technique was proposed by Nehmeh et al. [2002]. The authors

measured the respiratory trace using the Varian RPM system and divided the respiratory

cycle into a varying numbers of bins. The PET data was sorted into the appropriate bins but

only the data from the first bin was reconstructed. That is, the gates were not combined.

This has the advantage of significantly reducing the blurring resulting from respiratory

motion [Nehmeh et al., 2002], but results in reduced PET counts and thus leads to noisier

images [Nehmeh et al., 2002; Bai and Brady, 2009].

Combining Multiple Gates

In particular for imaging techniques conventional gating techniques such as described above

lead to very inefficient protocols because for a large fraction of the time no data is acquired

or the acquired data is discarded. Therefore, a large number of techniques have been

proposed to combine data from multiple gates into a single image.

Examples include a recently proposed technique by Aitken et al. [2014] for 100% efficient

MR-based coronary angiography. The authors bin data based on translation estimates

obtained from a low-resolution 2D MR navigator. The data from the bins are then combined

by affinely registering them to a reference bin.

A similar methodology has also been proposed for PET imaging. Dawood et al. [2006]

performed a gating of list-mode data into eight bins using a respiratory bellows signal and

reconstructed each bin separately without attenuation correction. In a next step an optical

flow registration algorithm was applied to transform seven of the gates to the respiratory

position of the exhale gate. Finally, the data were summed to produce the final motion

corrected PET images. Bai and Brady [2009] proposed a very similar method which also

included respiratory motion in the attenuation correction.



Chapter 3. Literature Review 26

Time-Resolved Imaging

Lastly, in some cases the desired output is not a static image but a series of images informing

the clinician about organ motion during the respiratory cycle. Such information can be

crucial for planning of interventions such as radiotherapy. In that case, the data collected

in different gates is not combined into a single gate but is either used directly, or in some

instances, used to reconstruct multiple improved gates.

It has been shown that when including dynamic information obtained using 4D CT into

treatment planning better target coverage can be achieved [Colgan et al., 2008]. 4D CT was

first proposed by Vedam et al. [2002]. The authors acquired an external respiratory signal

using the Varian RPM system. In addition, a respiratory phase signal capable of separating

inhalation from exhalation was derived from the original infra-red signal. The images were

acquired in helical mode with a very slow couch speed, such that adjacent images were only

0.5 mm apart. They were then sorted into 8 predefined bins (4 inhalation, 4 exhalation)

and each bin was combined into a volume. Low et al. [2003] proposed a simple gating

method for 4D CT images of the lungs. Scans were acquired in cine mode, in which the

couch position was kept constant for a series of 15 scans before the patient was shifted

to the next couch position. This allowed for higher sampling of the respiratory states.

Simultaneously, tidal volume was measured using a digital spirometer. The images were

then retrospectively sorted by matching tidal volumes across the different couch positions.

A 4D approach has also been proposed for four-dimensional cone-beam CT (4D CBCT)

imaging [Dietrich et al., 2006].

An important drawback of most time-resolved imaging techniques based on gating is

that they typically only acquire partial data at one or more predefined gating windows and

need to wait until a certain respiratory state is revisited multiple times before a satisfac-

tory image can be produced. This leads to an averaging of the images over a number of

respiratory cycles, which in turn may lead to various artefacts [Yamamoto et al., 2008].

3.1.3 Self-Gating Methods

Another approach to gating which is relevant to this thesis is to extract a respiratory trace

for gating directly from the acquired data itself. Such approaches are commonly referred

to as self-gating, or data driven techniques. Most commonly in these techniques the gating

is performed retrospectively, i.e. after the data acquisition.

For PET data Visvikis et al. [2006] measured the time-activity curves in regions of in-

terest that included a border between an organ with high uptake and one with low uptake.

This then allowed the amplitude and phase of each frame of the acquisition to be found.

A similar approach was proposed by Bundschuh et al. [2007], where the PET data were

first binned into short time bins. In order to derive a trace, in the next step the centre of
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mass in the S-I direction in a manually defined volume of interest was calculated for the

reconstruction of each bin. Lastly, a self-gating approach for PET data using linear dimen-

sionality reduction, i.e. principal component analysis (PCA), was proposed by Thielemans

et al. [2011]. This will be discussed in more detail in Section 3.4.

In the MR literature a frequently used method for self-gating is the use of acquisition

sequences which oversample the centre of k-space. The changes in the DC component of

the acquired images can be used to extract a respiratory trajectory [Pipe et al., 1999].

Recently, Cruz et al. [2015] proposed a self-gating technique for abdominal MR imaging.

The data were acquired using a 3D radial phase encoding sequence [Prieto et al., 2010].

The respiratory trace derived from the k-space centre was used to bin the data into gates,

which were subsequently corrected for motion using non-rigid registration.

Self-gating techniques have also been employed for time-resolved imaging. Sundar et al.

[2009] proposed a general respiratory gating technique and applied it to, among other

applications, the gating of 3D ultrasound images of the liver. The respiratory phase was

estimated by spectral analysis of the images.

Two self-gating approaches based on non-linear dimensionality reduction have also been

proposed for the gating and compounding of 3D ultrasound images [Wachinger et al., 2011]

and for 4D CT reconstruction [Georg et al., 2008]. These approaches will be further dis-

cussed in Section 3.5. In Chapter 6, it will be demonstrated how manifold alignment can

be used for the self-gating and compounding of multiple 3D US views.

3.1.4 Motion Correction Using Another Modality

In PET, motion fields can be extracted directly from the reconstructed gates themselves

as described above [Bai and Brady, 2009; Dawood et al., 2006]. However, this approach

may lack robustness for specific radiotracers with low background uptake [Würslin et al.,

2013]. Therefore, PET data is often acquired together with another modality, such as

4D CT or 4D MR, and motion fields are extracted from those images using registration

techniques. Such motion fields may then either be used to retrospectively transform a

number of reconstructed PET gates to a common reference in a process called reconstruct

transform-average (RTA) as has been done above in Dawood et al. [2006] and Bai and

Brady [2009], or they may be incorporated directly into the PET reconstruction process

for a motion corrected image-reconstruction (MCIR) [Qiao et al., 2006].

The majority of the literature on PET motion correction using 4D CT is based on

the MCIR motion correction approach. For example, Qiao et al. [2006] and Lamare et al.

[2007] both proposed to extract non-rigid 3D motion fields from 4D CT images using B-

spline registration and incorporate these directly into the PET reconstruction process.

CT imaging comes at the cost of increased radiation exposure to the patient [Beyer et al.,
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2000]. MR imaging is a promising alternative to CT because of its non-ionising nature, and

its good soft tissue contrast. The recent emergence of hybrid PET/MR systems has opened

up the possibility of deriving the motion fields needed for PET motion correction from

simultaneously acquired MR images [Tsoumpas et al., 2010; Würslin et al., 2013].

Employing such a hybrid system, Grimm et al. [2013] used a golden radial phase en-

coding 3D sequence to acquire MR data simultaneously with the PET data. Similar to the

works described in Section 3.1.3, a respiratory trace was extracted from the k-space centre.

This signal was subsequently used to bin the MR k-space data, as well as the PET list-mode

data. In a next step, the MR as well as the PET data from each bin were reconstructed.

Lastly, motion fields were derived from the MR data using non-rigid registration and used

to warp the reconstructed PET gates to the exhale motion state using a RTA approach.

The above approach may however be suboptimal when correcting for respiratory motion

in the lungs. Current 3D MR imaging technology is limited by the lack of contrast in dy-

namic MR images of the lungs. The rapidly decaying MR signal from the lung parenchyma

makes the lung appear dark in dynamic 3D images [Robson et al., 2003], prohibiting robust

motion field estimation. Since lung motion is not homogeneous, accurate motion fields

cannot be simply interpolated between the lung borders [Ding et al., 2009]. Furthermore,

dynamic 3D MR images suffer from low image resolution and relatively long acquisition

times, which can lead to motion blurring, further limiting the accuracy of motion estima-

tion. Dynamic 2D MR scans, on the other hand, can be acquired in a shorter time frame,

have excellent in-plane resolution and, when acquired at systole, have high contrast in the

lungs due to the in-flow of previously unexcited blood into the slice. However, they lack

the coverage of 3D scans. Examples of dynamic 2D and 3D MR acquisitions obtained using

T1-weighted gradient echo sequences on a 3T MR scanner are shown in Figure 3.1.

Combining the favourable contrast and resolution properties of 2D slices with the cov-

erage of 3D volumes is possible by acquiring 2D slices multiple times in a slice-by-slice

fashion and then combining them using a slice stacking technique [Dikaios et al., 2012;

Von Siebenthal et al., 2007a].

Dikaios et al. [2012] proposed continuously acquiring coronal 2D slice-by-slice data from

varying slice positions and then reconstructing 3D volumes for PET motion correction

using a simple slice stacking scheme. For each slice the spatially neighbouring slice that

maximised the normalised mutual information between the slices was chosen. This process

was repeated for the newly found slice until the whole volume was reconstructed. The exact

gating strategy was not discussed, but was presumably performed using an external signal

such as a respiratory bellows. Both MCIR and RTA motion correction were evaluated on

synthetic PET/MR data, with the MCIR giving slightly better results.

Würslin et al. [2013] used a spoiled gradient echo imaging sequence to obtain sagittal
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(a) 3D Gradient echo sequence (b) 2D Gradient echo sequence

Figure 3.1: Comparison of two MR acquisitions covering the lungs: (a) a coronal slice of a
3D T1-weighted gradient echo sequence; b) Coronal slice of a 2D T1-weighted gradient echo
sequence. Here, the large pulmonary arteries are visible due to the in-flow of previously
unpolarised blood.

2D MR slices. Each slice position was acquired 12 times before moving on to the next one.

In addition to the slice data, the authors acquired a 1D MR navigator echo [Ehman and

Felmlee, 1989] prior to each image acquisition. They then used this to bin the 2D MR slices

as well as the PET data. The MR data was reconstructed by stacking all slices in the same

bin. That is, the MR image closest to the bin’s mean respiratory position was inserted

into the corresponding 3D volume, and the remaining 11 images were discarded. Using

a demons registration algorithm non-rigid motion fields were derived from these gated 3D

volumes, which were then used to correct the reconstructed PET gates for motion in a RTA

fashion.

In Chapter 5, a manifold alignment-based technique for PET/MR motion correction

will be proposed and compared against the two techniques outlined above.

Although MR has great potential for respiratory motion correction of PET list-mode

data it is important to note that attenuation correction is much harder to perform using

MR imaging data. In contrast to CT images, the image intensities in MR are not related

to the electron density. A number of approaches for MR based attenuation correction have

been proposed and are discussed in Wagenknecht et al. [2013].
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3.2 Imaging Respiratory Motion

For many applications high-quality, time resolved images or volumes of organs in the thorax

are crucial. Some modalities can be acquired with sufficient temporal resolution that motion

artefacts become negligible. However, this usually comes at the cost of diminished spatial

resolution, coverage or image quality. If dynamic imaging is not possible, gated imaging

(such as, for example, 4D CT) often provides a feasible alternative.

3.2.1 Dynamic Imaging

In order to gain understanding of how organs move due to respiration, for accurate treat-

ment planning or for the retrospective motion correction of simultaneously acquired modal-

ities, it is often desirable to obtain dynamic images depicting the respiratory motion. US is

a comparatively cheap imaging modality which can be used to obtain dynamic images in 2D

or 3D. However, US suffers from a number of artefacts such as speckle noise and shadowing,

and has limited utility for applications where high image detail is required. Furthermore,

imaging of the lungs is not possible with US, because sound waves are significantly atten-

uated by air. Another commonly used technique is X-ray fluoroscopy. While offering high

temporal resolution, this modality is limited to 2-dimensional projections, and is based on

ionizing radiation. In addition, image quality may be poor, in particular when low X-ray

doses are used.

MR is highly versatile and various acquisition speeds, fields of view, and contrasts can be

achieved by employing and combining different pulse sequences. The echo planar imaging

(EPI) sequence allows extremely fast 2D slice acquisitions with around 50-100 ms per slice

[Stehling et al., 1991]. In a more recent work the EPI sequence was modified for imaging

the left ventricle. Using a small field of view covering only the ventricle, slice acquisition

times down to 20 ms were achieved [Nayak et al., 2001]. However, these sequences typically

suffer from low signal-to-noise ratio, low resolution, and image artefacts [Bushberg et al.,

2001]. It is also possible to acquire high-resolution slices of the thorax using gradient echo

(GRE) sequences in less than 200 ms per slice. For example the slice shown in Fig. 3.1b

was acquired using a T1-weighted GRE sequence in approximately 180 ms. Furthermore,

it is also feasible to acquire 3D volumes with limited blurring due to respiratory motion.

A coronal slice of a volume also acquired using a T1-weighted gradient echo sequence in

approximately 600 ms is shown in Fig. 3.1a. However, clearly the image quality is much

worse compared to the 2D slice.
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3.2.2 Slice-Stacking

Attempts have been made to combine the high-resolution and contrast properties of 2D

MR slices with the coverage of 3D volumes, by stacking such slices acquired at different

positions. A few such methods, which rely on gating, have already been discussed in Section

3.1.4. Slice-stacking can also be used to reconstruct image sequences, which do not average

the motion over several motion cycles, but attempt to give a true representation of organ

movement due to respiratory motion including all variations over a period of time.

A closely related work is that by Von Siebenthal et al. [2007a], who proposed a 4D MR

imaging technique based on slice stacking for quantifying errors in radiotherapy treatments.

The data was acquired in an interleaved 2D MR slice-by-slice sequence, where a navigator

slice at a constant slice position was acquired before each of the data slices, which imaged a

different plane each time. Manually selected image features derived from the navigator slices

were then matched retrospectively to find data from all different planes which were acquired

at similar respiratory positions. Using this information, a 3D volume was reconstructed

around each of the acquired 2D MR slices in the original acquisition order, resulting in

long 4D MR sequences. The drawback of this method is that such image acquisitions are

very time-consuming as 50% of the data are not used for reconstruction (i.e. the navigator

slices). In the paper, in order to reconstruct a 30 minute sequence, 60 minutes of imaging

had to be performed.

In Chapter 5, a 100% efficient slice stacking technique based on manifold alignment will

be proposed.

3.3 Patient-Specific Motion Modelling

A different approach to address the problem of respiratory motion is the use of patient-

specific motion models, which is the topic of Chapter 6 of this thesis. As opposed to

gating approaches the data is not directly sorted or binned based on a respiratory sur-

rogate signal. Rather, motion measurements are derived from imaging data and a direct

or indirect relationship between the motion fields and a simultaneously acquired surrogate

signal is formed. After the model is built it is possible to obtain motion fields by measuring

only the surrogate [McClelland et al., 2013]. The motion models discussed in this Section

are summarised in Table 3.1. Note that patient-specific motion models are distinct from

population-based motion modelling approaches, where motion estimates are derived from

a previously formed motion atlas [Ehrhardt et al., 2011; Arnold et al., 2011]. These will

not be further discussed in this thesis.

Subject-specific motion models have been proposed to investigate the respiratory motion

of various organs and for various applications. The first uses of motion models were mostly
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Figure 3.2: Schematic illustration of motion model formation and application. Surrogate
data is acquired at the same time as some imaging data representing the motion of inter-
est. The motion is estimated from the imaging data, typically using registration, and the
motion model establishes a correspondence between the surrogate data and the motion.
In the model application stage, motion estimates can be generated from previously unseen
surrogate data (not shown). The figure is reproduced from McClelland et al. [2013].

focused on the reduction of motion artefacts in the acquisition of MR images [Wang and

Mahadevan, 2009; Manke et al., 2002, 2003; White et al., 2009], and target tracking in

radiotherapy treatments [Schweikard et al., 2000, 2005; Gao et al., 2008; Isaksson et al.,

2005]. In recent years, motion modelling has been proposed for a wide range of different

imaging techniques and image-guided treatments, in particular the acquisition of PET/CT

[Fayad et al., 2010] and PET/MR [King et al., 2011, 2012], CT acquisitions [McClelland

et al., 2006; Zhang et al., 2010], image-guided cardiac interventions [King et al., 2009a,b;

Peressutti et al., 2012, 2013], and image-guided HIFU interventions [Rijkhorst et al., 2011].

Motion models typically consist of three distinct stages: (1) model calibration, (2) model

formation, (3) model application. The formation and application of a typical model are

summarised in Fig. 3.2. In the following each of the steps will be discussed in more detail.

3.3.1 Model Calibration

In a first step, imaging data are acquired prior to the treatment or imaging session from the

anatomical region of interest and motion is estimated from them. The motion estimation

is commonly performed using affine [Manke et al., 2003; King et al., 2009b,a; Peressutti

et al., 2013] or non-rigid registration [Ablitt et al., 2004; Zhang et al., 2010; McClelland

et al., 2006; Gao et al., 2008; King et al., 2011; Rijkhorst et al., 2011; King et al., 2012].
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Depending on the way the motion was derived, the motion can internally be described

by the affine transformation parameters [Manke et al., 2003; King et al., 2009b,a; Peressutti

et al., 2013] or by full deformation fields [Zhang et al., 2010; White et al., 2009; Fayad et al.,

2010]. Frequently, if the motion fields were derived using a B-spline based registration, the

motion is directly represented by the displacements of the B-spline control point grid [Ablitt

et al., 2004; McClelland et al., 2006; Gao et al., 2008; King et al., 2011; Rijkhorst et al.,

2011; King et al., 2012].

In some instances, in particular for radiotherapy treatments, only the motion of a target,

e.g. the tumour, is modelled. In that case it is sufficient to model just the displacements of

(a number of) points of interest, which can be automatically tracked in the input images

[Low et al., 2005; Schweikard et al., 2000; Isaksson et al., 2005].

Simultaneously with the imaging data, simpler surrogate data are acquired which are

correlated with the motion and can also easily be obtained or approximated during the

treatment. In the simplest case the surrogate data are one-dimensional signals such as al-

ready discussed for gating (see Section 3.1.2). Examples include MR pencil beam navigators

[Manke et al., 2002; King et al., 2011], traces derived from IR marker tracking [McClelland

et al., 2006; Schweikard et al., 2000] and spirometers [Low et al., 2005]. In other instances a

simpler signal is derived from high-dimensional imaging data, most commonly by tracking

the motion of the diaphragm in the S-I direction in the images [Blackall et al., 2006; King

et al., 2009a,b; Rijkhorst et al., 2011].

As will be discussed in more detail in the next section motion models vary in their ability

to capture respiratory inter- and intra-cycle variabilities, which were discussed previously

in Section 2.3. In an attempt to model more of these variabilities, in recent years there has

been a trend towards the use of more complex surrogate data. Some works simply increase

the number of measured surrogate signals. For example, Manke et al. [2003] used three MR

pencil beam navigators at different anatomical locations in order to increase the amount of

captured variability, and Zhang et al. [2010] extracted two temporally shifted respiratory

traces from 4D CT data. Other works have used more complex respiration surrogates such

as chest surface data [Ablitt et al., 2004; Fayad et al., 2010; Grau et al., 2007], real-time

imaging data such as US images [Peressutti et al., 2013] or fast 2D MR images [King et al.,

2012], or partial k-space data [White et al., 2009].

3.3.2 Model Formation

After the motion has been estimated from the imaging data and suitable surrogate data

has been acquired, in a next step a model is formed by finding a correspondence between

the two. The correspondence between surrogate data and the motion can be estimated in

two ways. First, the motion representation can be expressed directly as a function of the
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surrogate.

An early paper using a simple form of motion modelling is Wang et al. [1995]. The

authors were the first to propose a simple linear model, where the displacement of the

diaphragm (i.e. the surrogate data) was related to the displacements of cardiac landmarks

through a fixed linear relation [McClelland et al., 2013].

A common approach to establish a direct correspondence model is to express each

motion descriptor (e.g. affine transformation parameter or B-spline control point) as a

function of the surrogate(s). Some possible choices from the literature are linear functions

[Manke et al., 2002; Ablitt et al., 2004; Low et al., 2005; Zhang et al., 2010; Manke et al.,

2003; Gao et al., 2008; Fayad et al., 2010; Schweikard et al., 2000], higher degree polynomials

[Blackall et al., 2006; King et al., 2009a,b, 2011; Rijkhorst et al., 2011] and cyclic B-spline

functions [McClelland et al., 2006]. The free coefficients of the functions can be fitted to the

data using a fitting technique such as linear least squares regression (LLSR) [Manke et al.,

2002; Low et al., 2005; King et al., 2009a,b, 2011; Rijkhorst et al., 2011]. In particular

in the case where there are many highly correlated surrogates it may be beneficial to

use a statistical technique for fitting which reduces such colinearities. Examples of such

techniques used to establish direct correspondences are canonical correlation analysis (CCA)

[Gao et al., 2008], partial least squares regression (PLSR) [Ablitt et al., 2004] and PCA

[Zhang et al., 2010; Manke et al., 2003; Fayad et al., 2010].

In contrast to direct correspondences, some motion models establish an indirect corre-

spondence between the surrogate and the motion data via a number of internal variables.

That is, to apply the motion model the internal variables are optimised to find the best

match between the measured surrogate data and the estimates of the surrogate data made

by the motion model [White et al., 2009; King et al., 2012].

Some motion models show characteristics of both indirect and direct correspondence

models [Peressutti et al., 2012].

As was discussed in Section 2.3 respiratory motion may exhibit significant variations

from breathing cycle to breathing cycle (inter-cycle variability) and within breathing cycles

(intra-cycle variability). The ability to capture these variabilities depends on two factors.

First, the surrogate data need to be able to reflect these variabilities. Secondly, the data

used to train the model must include such variabilities in respiratory motion. Note that for

many applications, modelling no, or only a part of the respiratory motion variabilities may

be sufficient. However, with the increasing resolution of many imaging modalities, such as

PET, accounting for them could result in improvements in image quality.

Models that cannot account for any variabilities are typically simple relationships be-

tween a single respiratory trace and the motion descriptors [Wang et al., 1995; Manke et al.,

2002; Rijkhorst et al., 2011]. Ablitt et al. [2004] proposed a motion model that in theory
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Paper Intra-Cycle Var. Inter-Cycle Var. Adaptivity

Wang et al. [1995] × × ×
Manke et al. [2002] × × ×
Ablitt et al. [2004] × × ×
Rijkhorst et al. [2011] × × ×
Blackall et al. [2006] X × ×
Low et al. [2005] X × ×
Zhang et al. [2010] X × ×
McClelland et al. [2006] X × ×
King et al. [2009a] X × ×
White et al. [2009] X × ×
Fayad et al. [2010] X × ×
King et al. [2011] X × ×
Manke et al. [2003] X X ×
Gao et al. [2008] X X ×
King et al. [2009b] X X ×
Peressutti et al. [2013] X X ×
Schweikard et al. [2000] × × X
Isaksson et al. [2005] X × X
King et al. [2012] X X X

Table 3.2: Ability to capture and adapt to respiratory motion variabilities of the reviewed
subject-specific motion models.

could account for intra- as well as inter-cycle variabilities. The authors used a number of

chest and abdominal surface points as the surrogate. However, the model was built from

data which was acquired in a gated fashion based on a one-dimensional MR pencil beam

navigator and without separating inspiration from expiration. The data acquired in this

manner represents an average breathing cycle and does not capture any variability.

Models that are able to capture only intra-cycle variability typically use only a single

one-dimensional surrogate, but in some way distinguish between inspiration and expiration.

This can be, for example, by using the respiratory phase instead of an absolute amplitude

value as a surrogate signal [McClelland et al., 2006], by additionally including a time-delayed

version of the surrogate signal [Zhang et al., 2010; Isaksson et al., 2005] or by establishing

separate correspondence models for inspiration and expiration [Blackall et al., 2006; King

et al., 2009a,b, 2011]. A number of works in this category could potentially model inter-

cycle variabilities as well, but as above, are limited by the type of the data. This applies

in particular to motion models which are calibrated using 4D CT data such as Low et al.

[2005] and Fayad et al. [2010]. 4D CT acquisitions are normally binned by respiratory phase

but are averaged over multiple respiratory cycles and hence do not contain any inter-cycle

variabilities.

In order to model inter-cycle variability, multiple or high-dimensional surrogate sig-

nals are required. Using multiple signals will generally also allow modelling of intra-cycle



Chapter 3. Literature Review 37

variabilities. Therefore, models in this category can capture both types of variabilities.

An early example of this is the previously mentioned work by Manke et al. [2003] who

used up to three different MR pencil beam navigators and linearly related them to affine

transformations of the heart. More recent approaches that are able to capture inter- and

intra-cycle variabilities typically use high-dimensional data as the surrogate such as chest

surface meshes [Gao et al., 2008] or high-dimensional imaging data [Peressutti et al., 2013;

King et al., 2012]. An interesting special case is King et al. [2009b], who only derive a

one-dimensional surrogate signal from imaging data but train the model on a number of

different breathing types. In a classification step it is then decided which model is most

appropriate at a given point in the application phase.

The ability to capture inter- and intra-cycle variabilities of the reviewed motion models

is summarised in Table 3.2. Note that the above categorisation is based on the model’s

theoretical ability to capture said variations. To the best of my knowledge, to date there

has been very little research into how well different kinds of surrogate data measure them.

3.3.3 Model Application

Lastly, for the duration of the treatment only the surrogate data are continually acquired

and motion estimates are derived by using the surrogate data as input to the correspondence

model. The motion estimates can be employed to correct for the motion with a temporal

resolution determined by the frequency of the surrogate data acquisition.

For the majority of motion models the same surrogate data is available for the model

formation as for the model application. In that case the model can simply be applied

with the current surrogate value to derive the current motion estimate [Manke et al., 2002,

2003; Ablitt et al., 2004; Low et al., 2005; Zhang et al., 2010; McClelland et al., 2006; Gao

et al., 2008; White et al., 2009; Fayad et al., 2010; Schweikard et al., 2000; King et al.,

2011; Isaksson et al., 2005]. If this is not the case the two types of surrogate data must

be in some way relatable to each other. For motion models which use a different imaging

modality for the model formation than for the treatment guidance most often the diaphragm

displacement is measured, which should lead to similar results independent of the modality

as long as the diaphragm is visible [King et al., 2009a,b; Rijkhorst et al., 2011]. In a few

instances, the surrogate data is of a different type all together, but is a subset of the training

data. This is, for example, the case for King et al. [2012], where the model was formed

using 3D MR dynamics and applied using 2D MR dynamics.

An underlying assumption of the majority of motion models is that the nature of the

relationship between the surrogate data and the motion (i.e. the correspondence model)

remains constant. For long treatment durations it is possible for the breathing motion to

undergo significant inter-cycle variabilities, for example due to varying degrees of relaxation
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of the patient during the procedure, because of pain or discomfort experienced [King et al.,

2012; Hoogeman et al., 2009] or because of organ drift [Arnold et al., 2011; Von Siebenthal

et al., 2007a]. In the traditional motion model paradigm the model is formed before the

treatment and has no ability to adapt to changing breathing patterns.

A partial solution to this problem is to calibrate the model on data acquired during

various anticipated breathing modes such as deep or shallow breathing [King et al., 2009b;

Peressutti et al., 2013]. However, these models are not truly adaptive as they can only

adjust to breathing patterns observed during the calibration phase. Furthermore, it may

be impractical to acquire the necessary data for some patients. In scenarios where both the

surrogate data and the calibration imaging data are also available in the application phase,

it is possible to re-calibrate the model if necessary, allowing for adaptive motion modelling

techniques. Table 3.2 also indicates which published techniques (discussed below) feature

such adaptivity.

Most work on adaptive motion models has been done in the field of image-guided radio-

therapy where X-ray images can be periodically acquired during the treatment to determine

and verify the tumour location. Schweikard et al. [2000] proposed a motion model-based

tumour tracking method where initially the motion of implanted tumour markers was cor-

related to surrogate data obtained from external chest markers. This initial model was

then updated by intermittently acquired additional stereoscopic X-ray images along with

the corresponding surrogate data. Each time a new tumour location was obtained in this

way the oldest information was discarded and the model was recalibrated including the

new tumour location and surrogate data. This solution is commercially available in the

CyberKnife system2. However, in the CyberKnife system new X-ray data can only be ac-

quired every 1-6 minutes [Hoogeman et al., 2009; Seppenwoolde et al., 2007], which means

the system can only adapt very slowly. In some clinics the accuracy of the system is assessed

each time a new X-ray image is acquired. If the accuracy goes below a certain threshold all

previously acquired data is discarded and the system is completely re-calibrated [Hooge-

man et al., 2009]. In a simulation study, Seppenwoolde et al. [2007] investigated how the

update frequency affects the tracking errors and found that faster updates (up to every 5

seconds) would lead to improved accuracy, however this would come at the cost of much

higher radiation exposure. Another motion model for image-guided radiotherapy capable

of adaptivity was proposed by Isaksson et al. [2005]. The authors employed an adaptive

filter based on neural networks to predict the tumour location based on surrogate data.

Additionally every 1-5 seconds new X-ray image and surrogate data were added to the

model, which were used to update the correspondence model by automatically adjusting

the filter parameters.

2http://www.cyberknife.com/
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Two other scenarios where imaging and calibration data are available in the calibration

phase as well as during the treatment are MR-guided treatments and PET/MR. King et al.

[2012] proposed a scheme for PET/MR imaging which is calibrated using 3D MR data, but

applied using fast 2D MR slices as surrogate data. Each time the model was applied an

accuracy measure was evaluated, which was used to determine whether the model was still

applicable. If not, the model was rebuilt by acquiring new 3D MR data. To the best of my

knowledge, apart from that work, the potential of adaptive MR-guided methods remains

unexplored.

3.4 Manifold Learning

Medical imaging datasets are typically represented, and processed (or visualised) in the

very high-dimensional image space where each pixel/voxel adds an additional dimension.

However, groups of images may vary due to many fewer degrees of freedom, and can be

viewed as a set of points on a manifold of many fewer dimensions, embedded in the high-

dimensional space. Linear and non-linear dimensionality reduction techniques can be used

to uncover this low-dimensional structure. In the following the basic concept of dimension-

ality reduction and the most commonly used techniques will be briefly discussed.

This Section and the following are devoted to related work in the fields of manifold

learning and manifold alignment, which are an essential part of the methodology chapters

(Chapters 5-7) of this thesis.

3.4.1 Introduction

Linear techniques such as PCA [Wold et al., 1987] are widely used and have been applied

to many applications in and outside of medical imaging. A recent example is the gating of

PET data using a respiratory trace which was extracted from the list mode data using PCA

[Thielemans et al., 2011]. In recent years, non-linear dimensionality reduction techniques,

also collectively called manifold learning techniques, have gained much attention as a pow-

erful tool to reduce the dimensionality of datasets which lie on a low-dimensional, non-linear

manifold and a large number of manifold learning algorithms have been proposed in the

last 15 years [Van der Maaten et al., 2009]. The existing techniques can be broadly divided

into two categories: Techniques which preserve local properties of the data such as locally

linear embedding (LLE) [Roweis and Saul, 2000], Hessian locally linear embedding (HLLE)

[Donoho and Grimes, 2003], and Laplacian Eigenmaps (LEM) [Belkin and Niyogi, 2003],

and techniques which preserve global properties of the data such as Isomap [Tenenbaum

et al., 2000] and Diffusion Maps [Lafon and Lee, 2006]. Going into the details of those

techniques is beyond the scope of this thesis, however, a brief introduction to LLE will be
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(a) Swiss roll
(b) Swiss roll reduced with
PCA

(c) Swiss roll reduced with
HLLE

Figure 3.3: Manifold learning on the ‘Swiss roll’ manifold: (a) shows 2000 points sampled
randomly on the Swiss roll manifold in 3D. (b) shows the reduction to 2 dimensions using
PCA, (c) shows the same reduction using a manifold learning technique (HLLE).

given in Chapter 4.

The Swiss roll is an instructive, and much-cited example demonstrating the merits of

manifold learning. Figure 3.3a shows 2000 points sampled randomly from the Swiss roll

function. The data lies in 3-dimensional space, but is shaped like a rolled up piece of paper

and thus inherently lies in 2-dimensional space. Uncovering the true shape using PCA

is not feasible, as dimensionality reduction to two dimensions using PCA simply projects

data onto a plane (Fig. 3.3b). Manifold learning, on the other hand, succeeds in correctly

‘unrolling’ the dataset (Fig. 3.3c).

Apart from their use in uncovering non-linear structure in high-dimensional data, man-

ifold learning algorithms often have a very intuitive cost function and graph representation,

which motivated many straightforward extensions. For instance, Lewandowski et al. [2010]

suggested a simple extension of the LEM algorithm which incorporated temporal constraints

into the cost function, i.e. high-dimensional points close in time should be embedded closely

on the manifold. Another extension is manifold alignment which will be discussed in Section

3.5.

3.4.2 Manifold Learning For Understanding Physiological Motion

Time series of medical imaging data are often inherently high-dimensional. Consider, for

example, a group of 2D MR images such as the one shown in Fig. 3.1b, which vary only due

to deformations caused by respiratory motion. The dimensionality of these images equals

the number of pixels in the images3. However, the underlying cause of the deformations

can be captured in many fewer dimensions.

In recent years manifold learning was shown to be useful in the analysis of motion in

such data, either directly on image intensities [Wachinger et al., 2011; Fischer et al., 2014]

3In this case 200× 200.
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or on motion fields [Souvenir et al., 2006], making use of the fact that points which are close

together in the low-dimensional space correspond to similar motion states. Applications

include the extraction of respiratory traces for the gating of MR images [Wachinger et al.,

2011] and from X-ray fluoroscopy images for motion modelling in image guided minimally

invasive surgeries [Fischer et al., 2014], for the parametrisation of cardiac motion fields

[Souvenir et al., 2006], and for the segmentation of cardiac CINE images [Zhang et al.,

2006].

3.5 Manifold Alignment

Multiple related datasets often have a similar underlying low-dimensional manifold struc-

ture, but may not be directly comparable in high-dimensional space. Imagine some data

sampled from two different Swiss roll manifolds (such as the one shown in Fig. 3.3) which

are arbitrarily rotated in 3-dimensional space relative to each other. How could one go

about finding corresponding points in each copy of the Swiss roll? Another example could

be two sets of 2D MR images such as shown in Fig. 3.1b varying due to respiratory motion,

but acquired at two different slice positions visualising different anatomy. In that case one

may be interested in which slices were acquired at the same respiratory position. An elegant

solution to establishing correspondences between such datasets is to reduce their dimension-

ality into a common low-dimensional embedded space and find the correspondences there.

Such techniques are collectively known as manifold alignment techniques, and a number of

them will be reviewed in the following. An overview of the examined techniques is given in

Table 3.3.

Manifold alignment techniques have been applied to a variety of problems in computer

vision and machine learning such as pose matching [Ham et al., 2005; Zhai et al., 2010; Torki

et al., 2010], image matching [Pei et al., 2012], articulated shape matching [Mateus et al.,

2007, 2008], and for finding correspondences in document collections in different languages

[Wang and Mahadevan, 2008] or about different topics [Wang and Mahadevan, 2009].

Recently, manifold alignment has also gained popularity in the field of medical image

analysis. Applications include 4D CT reconstruction [Georg et al., 2008], ultrasound gat-

ing [Wachinger et al., 2011], extraction of regionally varying information such as cardiac

and respiratory traces in free-breathing cardiac CINE images [Bhatia et al., 2012a,b], for

Alzheimer’s classification [Bhatia et al., 2012b; Guerrero et al., 2014], for deriving modality

independent image descriptors for multi-modal image registration [Wachinger and Navab,

2010, 2012], for the matching of cortical surface meshes [Lombaert et al., 2011, 2013], and

lastly for decoupling function from anatomy in functional MR images [Langs et al., 2011,

2014; Nenning et al., 2015].
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Some papers proposed techniques for aligning only two datasets [Lombaert et al., 2013,

2011; Guerrero et al., 2014; Zhai et al., 2010; Wang and Mahadevan, 2008, 2009; Wachinger

and Navab, 2010, 2012; Pei et al., 2012; Mateus et al., 2008, 2007]. However, most methods

can be easily extended to a larger number of datasets. In particular, in some medical

imaging applications, naturally large numbers of datasets occur such as, for example, data

from different image patches [Bhatia et al., 2012b,a], data from different US probe locations

[Wachinger et al., 2011], or data from different subjects [Nenning et al., 2015].

3.5.1 Methods for Alignment

Irrespective of the number of datasets involved there are two general approaches to manifold

alignment: 1) The multiple datasets are embedded separately using manifold alignment

and then aligned in a subsequent alignment step using some shape matching technique.

These approaches are known as two-step approaches. 2) Alternatively, the embedding and

alignment can be written as one large optimisation problem, which can be solved in a single

step. These approaches are known as one-step approaches. A small number of papers used a

two-step approach to find a number of initial correspondences and then refined the findings

using a one-step approach [Lombaert et al., 2013; Nenning et al., 2015]. The strategies used

for each of the reviewed papers are summarised in the column “Align. Meth.” in Table 3.3.

Both one-step and two-step approaches are typically extensions of existing manifold

learning techniques. The most commonly extended method is LEM, which has nice theo-

retical properties and is very easy to implement. Other techniques extended include LLE,

Diffusion Maps and Isomap (see Table 3.3).

Two-step alignment methods employ various shape matching techniques to embeddings

obtained using manifold learning. Methods used in the literature include simple re-scaling of

the embeddings [Wachinger and Navab, 2012, 2010; Georg et al., 2008], affine transformation

[Wachinger et al., 2011], orthogonal transformation [Mateus et al., 2008, 2007], Procrustes

analysis [Wang and Mahadevan, 2008], and point cloud registration [Lombaert et al., 2011,

2013; Nenning et al., 2015]. The majority of two-step alignment methods are limited to

linear transformations between the data. In order to account for more complex differences

between the manifold embeddings a suitable non-rigid point cloud registration technique

must be chosen as was done in Lombaert et al. [2011, 2013]. Moreover, as will be discussed

in more detail in Chapter 4, each component of a manifold learning embedding can have an

arbitrary sign, and the components’ ordering may vary between two separate embeddings.

Two-step approaches must address these issues in some way [Mateus et al., 2008].

For one-step approaches the cost function of the employed manifold learning algorithm is

extended by a term connecting the datasets. This leads to a single cost function encompass-

ing all datasets. Often this expression can then be reformulated as an augmented version
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of the original algorithm [Bhatia et al., 2012a; Ham et al., 2005; Zhai et al., 2010; Torki

et al., 2010; Wang and Mahadevan, 2009]. In contrast to two-step approaches, one-step ap-

proaches do not suffer from the problem of arbitrary ordering and sign of the embeddings’

components. Furthermore, manifold embeddings which would vary non-rigidly from each

other when embedded separately, can be naturally aligned, without the need for complex

non-rigid methods.

3.5.2 Types of Supervision

Manifold Alignment can be performed in a supervised, semi-supervised or unsupervised

manner.

In supervised techniques a one-to-one correspondence between all data points is already

available prior to running the algorithm. One example is the simultaneous ultrasound gating

and compounding method proposed by Wachinger et al. [2011]. The authors acquired free

breathing abdominal data using an US wobbler probe which automatically sweeps a range of

angles. The objective was to combine the data from all angles into a large compounded field

of view. However, data acquired at each angle covered a range of respiratory positions such

that the data had to be gated first, before the compounding could be performed. Due to the

high acquisition frequency of ultrasound, the data acquired from all angles during a single

sweep can be assumed to be at the same respiratory position. These correspondences were

then used to affinely register the respiratory traces obtained using Laplacian Eigenmaps to

obtain a consistent space that could be used for gating.

Semi-supervised techniques only have a subset of the one-to-one correspondences be-

tween datasets prior to running the algorithm. For example, Guerrero et al. [2014] aligned

the manifolds of two different MR brain image datasets acquired from Alzheimer’s patients

to obtain a joint feature space for classification. One dataset was acquired using a 1.5T and

the other using 3T MR scanner. For some patients both 1.5T and 3T scans were available,

which provided the prior correspondences needed for alignment.

Lastly, unsupervised techniques require no prior correspondences. However, a large

fraction of the methods in this category does require the data to be at least approximately

comparable in the high-dimensional space such that initial correspondences can be estab-

lished. For example, Lombaert et al. [2011] proposed a two-step manifold alignment tech-

nique for the alignment of cortical surfaces. The method was based on a cloud registration

technique of embeddings obtained using Laplacian Eigenmaps. The registration step was

constrained by the similarity of cortical features such as sulcal depth, cortical thickness and

curvature, which were derived from each dataset prior to alignment. Similarly, Langs et al.

[2011, 2014] initialised their method by comparing inter-subject voxel-wise fMRI signals,

and Nenning et al. [2015] used spatial correspondences between voxels of different subjects
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as a prior.

A few techniques are completely unsupervised and require neither prior correspondences

nor comparability in the high-dimensional space. Wachinger and Navab [2012, 2010] pro-

posed embedding patches of images acquired using different modalities. By aligning these

two embeddings a modality-independent image descriptor could be obtained. However, the

method was only demonstrated with one-dimensional embeddings, where the problem of

alignment amounts to a simple rescaling of the embeddings.

A number of authors have proposed completely unsupervised methods in the field of

computer vision.

Mateus et al. [2007] proposed a two-step method for the matching of three-dimensional

humanoid shapes in different positions. The authors estimated an orthogonal transfor-

mation between the two point clouds using an expectation maximisation algorithm. The

method was later extended to use Laplacian Eigenmaps [Mateus et al., 2008].

Another completely unsupervised two-step approach was proposed by Pei et al. [2012].

For each dataset the authors calculated the distances of each data point to its k-nearest

neighbours. Next, for each point the distances to its neighbours were parametrised using

a B-spline function, which were then compared across datasets to establish a set of initial

correspondences. A non-linear optimisation framework was then used to non-rigidly align

the manifolds.

The only completely unsupervised one-step manifold alignment method in the literature

was proposed Wang and Mahadevan [2009]. The authors established initial correspondences

between two datasets by considering similarities of the local neighbourhood within each of

the datasets and subsequently aligned them in a one-step approach. Unfortunately, this

approach required iterating through all of the permutations of the local neighbourhood of

each point, which is only computationally tractable for very small neighbourhoods.

3.6 Discussion

In this Chapter, a review of solutions to some of the problems posed by respiratory motion

has been presented, and furthermore manifold learning and manifold alignment techniques

and their applications to medical image analysis were examined. The aim of this thesis is

to investigate the utility of manifold alignment to provide improved solutions in some of

the issues discussed above.

MR is a powerful modality allowing close to real-time acquisitions of high-contrast

images with no radiation exposure. However, such imaging is currently limited to 2D MR

slices. Slice stacking approaches have been proposed for a number of problems including

PET/MR motion correction and accurate 4D MR imaging for radiotherapy planning and

error quantification.
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Most slice stacking techniques proposed for PET/MR (except the approach proposed

by Dikaios et al. [2012]) rely on gating based on a one-dimensional respiration surrogate.

Apart from the additional overhead that may be necessary to set up and evaluate such a

signal, this limits the techniques’ ability to capture intra- and inter-cycle variabilities. The

resolution of currently used clinical PET scanners is around 5 mm [Bai and Brady, 2009].

However, the theoretical best resolution may be as low as 0.67 mm [Moses, 2011]. At such

high resolutions inaccuracies due to respiratory variations are likely to become an issue,

as they are already an issue in various other imaging techniques discussed above, such as

MR-based coronary angiography.

A very accurate method for 4D MR reconstruction based on slice stacking was proposed

by Von Siebenthal et al. [2007a]. However, as was discussed above the method requires a

navigator slice to be acquired before each data slice, which is not used for the reconstruc-

tions. This significantly prolongs acquisition times. 2D MR slices are high-dimensional,

but as was discussed in Section 3.4 often the underlying motion can be captured by fewer

dimensions.

Manifold learning and alignment techniques have been successfully used to investigate

physiological motion in medical images. As opposed to physically measuring motion e.g.

using a MR pencil beam navigator, the dimensionality in which the motion should be

examined can be set as a free parameter. Thus, manifold learning-based approaches have

the potential to strike a balance between the unnecessarily high-dimensional navigator data

used by Von Siebenthal et al. [2007a] and the simplistic surrogate measures usually used

in gating. The feasibility of manifold alignment for slice stacking will be investigated in

Chapter 5.

Another field where MR imaging is gaining importance is that of MR-guided interven-

tions, in which MR can provide highly useful intra-procedure imaging. MR-guided HIFU

treatments, as well as MR-guided cardiac interventions, have recently been performed in

humans [Auboiroux et al., 2014; Tzifa et al., 2010], and an experimental MR-guided radio-

therapy system has been proposed by Raaymakers et al. [2009] and evaluated on respiratory

phantoms [Stam et al., 2012]. As real-time imaging is currently limited to a single plane,

motion modelling approaches which can provide the full 3D motion may gain in importance.

Motion modelling for MR-guided interventions has the potential to capture a significant

amount of respiratory variabilities because sufficiently complex surrogate data can be easily

acquired [King et al., 2012]. Moreover, adaptivity to previously unseen motion patterns

can be implemented as the surrogate, as well as the imaging data, are available during

the treatment. As was discussed in Section 3.3.3, the last possibility remains largely un-

explored. An adaptive motion modelling approach based on manifold alignment will be

investigated in Chapter 6.
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A number of manifold alignment techniques have been proposed for the analysis of

medical images, most of which were discussed in Section 3.5. However, the vast majority of

techniques require either prior correspondences or the data to be comparable in the high-

dimensional space. Many medical imaging datasets which were acquired during the same

physiological motion but from different views, such as for example from different ultrasound

probe angles [Wachinger et al., 2011], may lie on similar manifolds. However, the high-

dimensional data may not always be easily comparable in high-dimensional space. A number

of completely unsupervised manifold alignment methods, which can handle embeddings in

arbitrary dimensions have been proposed in the field of computer vision. However, to the

best of my knowledge no such methods have been proposed in the field of medical imaging.

In Chapter 7, a completely unsupervised manifold alignment technique for matching the

respiratory positions of multiple imaging datasets will be explored.
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In this chapter the basics of manifold learning and manifold alignment, on which sub-

sequent chapters will build, are discussed and the notation is introduced. The common

challenge for all methods presented in this thesis is finding correspondences in respiratory

position between multiple datasets derived from images acquired under free breathing from

different anatomical positions of a subject. This problem is approached by matching such

high-dimensional imaging data by mapping them into a common low-dimensional space us-

ing manifold learning techniques and establishing correspondences by aligning those embed-

dings. The basic methodology for aligning the manifold embeddings of two high-dimensional

datasets, which is reviewed in this chapter, is the same for all methods discussed in this the-

sis. In each of the subsequent chapters the following theory is extended to suit a particular

application.

In order to find low-dimensional embeddings of single datasets the manifold learning

technique LLE [Roweis and Saul, 2000] was used and a brief introduction to it will be

given in the following section. Manifold embeddings derived from multiple related datasets

which have been sampled from the same manifold are generally not aligned. This problem

is discussed in Section 4.2. In Section 4.3 two strategies for aligning the manifolds of two

datasets are discussed. For an overview of the mathematical notation used in this chapter

and the remainder of this thesis refer to Table 4.1.
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Table 4.1: List of frequently used mathematical notations.

Variable Size Description

p, q 1 Anatomical positions p and q. Variously used to denote
2D slice positions (Chapters 5, 6, and 7) or ultrasound
sound views from different probe locations (Chapter 7).

bip − The i-th image acquired at the anatomical position p.

cip − 2D motion field derived by registering bip to an exhale
slice.

D 1 The dimensionality of the input data.
d 1 The dimensionality to which the data gets reduced in the

manifold learning or manifold alignment step.
τp 1 Total number of data points in the dataset derived from

anatomical position p.
L 1 The number of datasets to be aligned.
xip D × 1 Vectorised image bip (in Chapters 5 and 7), or vectorised

motion field cip (in Chapter 6).

Xp D × τp Matrix containing all τp data points xip from anatomical
position p.

yip d× 1 Low-dimensional point corresponding to xip.

Yp d× τp Matrix containing τp low-dimensional points.
Wp τp × τp Reconstruction weight matrix in LLE cost function (see

Eq. (4.2)).
Mp τp × τp Centred version of the weight matrix Wp.
Upq τp × τq Similarity kernel matrix connecting data from different

anatomical positions p and q.

4.1 Manifold Learning on One Dataset

In natural datasets the dimensionality is often artificially high. Consider, for example, a

set of τp coronal 2D MR slices bip, i ∈ {1, . . . , τp} such as the one shown in Figure 3.1b,

which differ from one another by a deformation of tissue due to respiratory motion. The

vectorised images xip lie in the very high-dimensional image space RD, where D is the

number of pixels per image. However, the images vary due to a much smaller number of

degrees of freedom. Hence, they lie on or near some smooth manifold M of much smaller

dimensionality d� D which is embedded in the high-dimensional space. Manifold learning

techniques map the high-dimensional coordinates of each of the data points xip to the low-

dimensional internal coordinates yip ∈ Rd on the manifold. This reasoning applies not only

to coronal MR slices but also to other types of imaging data, as well as to motion fields

cip derived from imaging data as will be discussed in Chapter 6. In the following, high-

dimensional datasets containing all data points xip acquired at an anatomical position p

will be denoted by Xp ∈ RD×τp . Their low-dimensional counterpart will be referred to as
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Yp ∈ Rd×τp .
LLE is a popular manifold learning technique due to its simplicity and intuitive cost

function, which is based on elementary geometric intuitions. The algorithm starts off by

first forming a k-nearest neighbour graph of the data based on the L2-distance between

the data points. The underlying idea is that each high-dimensional point xip lies on an

approximately linear patch together with its nearest neighbours. In order to characterise

the local geometry of each patch, LLE expresses each data point as a linear combination of

its neighbours. The reconstruction error is measured by the following cost function

E(Wp) =
∑
i

|xip −
∑
j∈η(i)

W ij
p x

j
p|2. (4.1)

Here η(i) is the neighbourhood of the data point i as defined by the k-nearest neighbour

graph. The optimal reconstruction weights W ij
p can be calculated in closed form under

the additional constraint that they add up to one. The weights minimising Eq. (4.1) are

invariant to rotations and rescaling. The constraint additionally makes them invariant to

translations. This allows the high-dimensional coordinates of each point xip to be mapped

into the global coordinates of the manifold by a linear mapping without changing the local

geometry. A d-dimensional embedding (d � D) preserving this locally linear structure is

given by the Yp ∈ Rd×τp which minimise the following cost function:

φ(Yp) =
∑
i

|yip −
∑
j∈η(i)

W ij
p y

j
p|2. (4.2)

Eq. (4.2) reflects the fact that the low-dimensional coordinates yip and their respective

nearest neighbours are required to follow the same local geometry as the high-dimensional

data in Eq. (4.1). This cost function can be rewritten in matrix form as

φ(Yp) = Tr(YpMpY
>
p ), (4.3)

where Mp = (I − Wp)
T (I − Wp) is the centred weight matrix, and Tr(·) is the trace

operator. In order to make the problem well-posed the following two constraints need to

be introduced:
1

τp

∑
i

(yip)
>yip = I (4.4)

∑
i

yip = 0 (4.5)

Eq. (4.4) requires the covariance of Yp to be unity, which prevents degenerate embeddings.

Eq. (4.5) requires the resulting embedding to be centred around the origin.
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The cost function in Eq. (4.3) can be minimised subject to those constraints by cal-

culating the Eigendecomposition of Mp. The embedding Yp is given by the eigenvectors

corresponding to the second smallest to d + 1 smallest eigenvalues of M . The eigenvector

corresponding to the smallest eigenvalue represents the free translation component and dis-

carding it fulfils Eq. (4.5) [Saul and Roweis, 2003]. However, the resulting embedding is

not unique. As will be discussed in the following section, the embedding may vary due to

flipping of each dimension because of the fact that the signs of the eigenvectors of Mp are

arbitrary.

4.2 The Problem of Misaligned Embeddings

Separate datasets generated by the same mechanics, e.g. respiration, typically lie on similar

manifolds because the datasets vary due to the same source of motion and hence have similar

degrees of freedom. It is known that manifold embeddings1 Ỹp and Ỹq derived from two

datasets Xp and Xq acquired from two different anatomical positions p and q, but during

the same physiological motion, have very similar shapes [Wachinger et al., 2011]. This

knowledge can be used to identify corresponding data points in the two datasets.

Unfortunately, embeddings obtained from different datasets are generally not aligned in

the low-dimensional space as they may vary due to flipping or rotations of the eigenvectors,

and slight variations in the manifold structure. In Fig. 4.1 two such manifold embed-

dings into d = 2 dimensions derived from two high-dimensional datasets are shown. The

datasets were derived from 2D MR slice data from two neighbouring slice positions which

were acquired during a single scan, such that they can be expected to lie on very similar

manifolds. As is illustrated in Fig. 4.1a the manifold embeddings may be flipped randomly

in each dimension with respect to the other embedding. In this case the embeddings differ

due to a flipping across the horizontal axis. In Fig. 4.1b the flipping has been manually

accounted for by changing the sign of the vertical component of the red embedding. Even

though the shapes now roughly match, it can be observed that the manifolds still vary due

to a small rotation. This misalignment would prevent accurate matching of corresponding

respiratory states in the two datasets. Clearly, simply flipping the sign of the eigenvectors

is not enough to align the manifolds. In the following more advanced strategies for aligning

manifold embeddings of two datasets are discussed.

1I use the tilde to denote manifold embeddings which are not yet aligned to other manifold embeddings.
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(a) Separate Embeddings (b) Corrected For Flipping

Figure 4.1: LLE embeddings obtained from two series of 50 coronal 2D MR slices acquired
at two neighbouring slice positions p and q during the same MR scan. (a) shows the original
embeddings Ỹp, Ỹq (red and blue). The red embedding is flipped with respect to the blue
embedding due to the random direction of the eigenvector. In (b) the flipping has been
manually corrected, however the embeddings still vary by a small but significant rotation.

4.3 Manifold Alignment of Multiple Datasets

As mentioned in Chapter 3 there are two general strategies for aligning the low-dimensional

manifold embeddings originating from multiple high-dimensional datasets. The high-dimen-

sional data can either be embedded in low-dimensional space separately and the resulting

shapes can be matched in a subsequent alignment step (two-step approach), or the datasets

can be embedded simultaneously in a one-step approach. Both these strategies are discussed

in the following.

4.3.1 Two-Step Alignment

In order to align two datasets Xp and Xq, generated from data acquired from two different

anatomical positions p and q, in a first step they can be reduced in dimensionality using

LLE to obtain two unaligned low-dimensional embeddings Ỹp and Ỹq, such as shown in Fig.

4.1a.

One solution to aligning such shapes is to apply an algorithm designed to match two

clouds of points, such as the iterative closest point (ICP) technique. In this thesis, the

ICP implementation by Kroon [2011] was used, which can be applied to embeddings in

two or three dimensions and can compute rigid or affine transformations. This algorithm,
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however, cannot account for the random flipping in each dimension of the embeddings. To

solve this problem, some corresponding points in both datasets have to be automatically

identified. As is described in more detail in Section 5, for a series of coronal 2D MR slices

exhale positions can be very reliably identified by looking at the mean intensity of the

slices. The flipping can be accounted for by permuting through all possible 2d (here d = 2

or d = 3) combinations and choosing the one which minimises the distance between the

corresponding points. For other imaging datasets identifying corresponding exhale images

may be more challenging. Next, one of the datasets is chosen as the reference and ICP is

applied to obtain the aligned embeddings Yp, Yq.

I am not aware of other works which implement this approach for manifold alignment

without a priori correspondences. However, the idea has been mentioned anecdotally by

Lafon and Lee [2006], and Wachinger and Navab [2012].

4.3.2 One-Step Alignment

A different approach to finding aligned manifold embeddings Yp, Yq of two high-dimensional

datasets is to embed them simultaneously. The cost function of LLE lends itself ideally to

be extended to two datasets. The following is conceptually similar to the works by Ham

et al. [2005] and Zhai et al. [2010] who, in contrast to this work, assumed the existence of

a priori correspondences, and the extension of Laplacian Eigenmaps to multiple datasets

by Torki et al. [2010].

The problem of finding a simultaneous embedding can be written as a minimisation

problem of the following cost function

Ctot(Yp, Yq) = φ(Yp) + φ(Yq) + µ · ψ(Yp, Yq), (4.6)

where φ is the embedding error within the respective datasets p and q (intra-dataset cost

functions) as given by Eq. (4.2), and ψ is the embedding error between the two datasets

(inter-dataset cost function). This term ensures that corresponding points are embedded

close to each other. Note that the inter-dataset cost is not known beforehand but is usually

defined using some similarity between data points at runtime. The parameter µ regulates

the influence of the inter-dataset cost function ψ on the embedding.

The cost function ψ can be defined as follows

ψ(Yp, Yq) =
∑
i,j

∣∣yip − yjq∣∣2 U ijpq, (4.7)

where

U ijpq = K(xip, x
j
q),
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is a (non-symmetric) similarity kernel relating data points from dataset p to q. This kernel

is application specific and multiple choices were investigated in this thesis. Generally, the

kernel was chosen to be of the form

K(xip, x
j
q) = exp

(
−
ε(xip, x

j
q)2

2σ2

)
, (4.8)

where ε(·, ·) is a distance function which must be defined such that the kernel K(·, ·) takes

large values for similar data points and small values for dissimilar data points. The similar-

ity kernel can be written as a matrix Upq with high values connecting similar images from

anatomical positions p and q. In Chapter 5, intensity-based distances between slices from

neighbouring positions p and q are used to define the function ε. In Chapter 6 additionally a

kernel based on motion similarities in the slice overlap is introduced for slices with different

orientations. Lastly, in Chapter 7 a similarity kernel is introduced which is based solely on

similarities in the local graph structure of each dataset in order to avoid comparisons in

the high-dimensional space.

In Appendix A.1, I show that independent of the kernel choice the total cost function

in Eq. (4.6) can be rewritten in matrix form as

Ctot(Yp, Yq) = Tr

[ Y >p

Y >q

]> [
Mp + µDpq −µUpq
−µU>pq Mq + µDqp

][
Y >p

Y >q

] , (4.9)

where Mp,Mq are the respective centred weight matrices and Dpq, Dqp are diagonal

matrices containing the column sums and row sums of Upq, respectively. This problem now

has the same form as the standard LLE cost function in Eq. 4.3, that is,

Ctot(Yp, Yq) = Tr(V HV >), (4.10)

where H is the augmented matrix from Eq. (4.9) and V are the augmented embeddings.

Under the constraints that ∑
i

yip +
∑
i

yiq = 0 (4.11)

and
1

τp

∑
i

(yip)
>yip +

1

τq

∑
i

(yiq)
>yiq = I (4.12)

the simultaneous aligned embeddings are given by the second smallest to the (d + 1)-th

smallest eigenvectors of L.

In the following chapters of this thesis different strategies for aligning the embeddings

of not just two datasets, but large numbers up to around 40 are investigated. There, also
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the choices for the similarity kernel K(·, ·) will be discussed which are needed to define the

matrix Upq.
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5.1 Introduction

Current 3D MR imaging technology is limited by the lack of contrast in dynamic MR images

of the lungs due to a rapidly decaying MR signal from the lung parenchyma. Additionally,

dynamic 3D MR images suffer from low image resolution and relatively long acquisition

times, which can lead to motion blurring, further limiting the accuracy of motion estimation.
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Dynamic 2D MR scans can be acquired in a shorter time frame, have excellent in-plane

resolution and high contrast in the lungs due to the in-flow of previously unexcited blood,

but lack the coverage of 3D scans. Examples of 2D and 3D MR scans were shown in Fig.

3.1.

In order to make use of the good image properties of 2D MR, slice stacking approaches

have been proposed in the literature. Dikaios et al. [2012] and Würslin et al. [2013] used

slice stacking approaches for motion correction in PET/MR. Such approaches have the po-

tential to very accurately correct for respiratory motion in the whole thorax including the

lungs. The work by Würslin et al. [2013] relies on a 1D pencil-beam navigator to capture

respiratory motion and thus cannot capture all respiratory variabilities. The method pro-

posed by Dikaios et al. [2012] can potentially capture more of the respiratory variabilities,

but, as will be shown in this chapter, lacks robustness.

Von Siebenthal et al. [2007a] used slice stacking to build very long 4D MR sequences in

order to quantify respiratory variabilities and errors in radiotherapy [Von Siebenthal et al.,

2007c], and to be used as input for a population-based motion model [Von Siebenthal et al.,

2007b]. The approach was able to reconstruct very accurate 4D MR sequences capturing

all intra- and inter-cycle respiratory variabilities, but was hampered by a low scan efficiency

as only 50% of the acquired data were used for reconstruction.

The aim of this chapter is to investigate the utility of manifold alignment for creating a

robust, navigator-less and 100% efficient slice stacking technique for retrospectively recon-

structing 4D MR sequences from sequentially acquired 2D MR slices. Such a technique has

potential use for the same applications as the method proposed by Von Siebenthal et al.

[2007a]. It can also be used to motion correct PET data in a hybrid PET/MR acquisition

as will be demonstrated.

In the following section, a number of different ways to extend the manifold alignment

theory from Chapter 4 to large numbers of datasets consisting of MR slices acquired at

different slice positions are examined. In the Experiment and Results sections (i.e. Sections

5.3 and 5.4) the manifold alignment methods are evaluated for the 4D MR reconstruction

from real and synthetic slice-by-slice MR data. The evaluations include a comparison

between the proposed extensions of manifold alignment and another manifold alignment

technique from the literature (i.e. Torki et al. [2010]), and a comparison against the slice

stacking methods proposed by Würslin et al. [2013] and Dikaios et al. [2012]. Furthermore,

in Section 5.3.3 it will be demonstrated how a manifold alignment-based slice stacking

method can be used to to correct PET/MR data for respiratory motion using synthetic

PET/MR data derived from real 4D CT scans. Lastly, Section 5.5 contains the discussion.

The majority of the work in this chapter has been presented in Baumgartner et al.

[2013] and Baumgartner et al. [2014a].
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5.2 Materials and Methods

The methods proposed in this chapter for the reconstruction of 4D MR sequences from

2D MR slices follow a basic scheme shown in Fig. 5.1. In a first step, data is acquired

in the slice-by-slice protocol outlined in Section 5.2.1. The slices acquired from each slice

position Cp form a dataset Xp. Next, respiratory correspondences between the datasets

(i.e. data collected from the different slice positions) are established using a manifold

alignment approach. The different approaches for extending the theory outlined in Chapter

4 are discussed in Sections 5.2.2 and 5.2.3. Lastly, the found correspondences are used to

reconstruct a 3D MR volume for each 2D MR input slice, resulting in a 4D MR sequence.

This step is described in Section 5.2.4.

Figure 5.1: Schematic illustrating the 4D MR reconstruction from 2D MR data using man-
ifold alignment. First, 2D MR data is acquired in a slice-by-slice fashion. Respiratory
correspondences between different anatomical positions are established by means of mani-
fold alignment of data from different slice positions. The Xp denote data acquired at slice
position Cp, the Yp denote low-dimensional manifold embeddings thereof. Lastly, for each
2D input slice, a 3D volume is reconstructed based on the established correspondences.

5.2.1 Slice-by-Slice Acquisition

The volume of interest was imaged by sequentially acquiring coronal slices bip at shifting

slice positions p covering the whole region of interest, as illustrated in Figure 5.1. In order

to sufficiently sample all respiratory states each slice position was acquired 50 times. The

vectorised image bip is denoted by xip and all data collected from a slice position p make up
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dataset Xp (see Table 4.1). The acquisition time for each slice was 160 ms. To maximise

vessel contrast, and to minimise cardiac motion, only one slice was acquired per heartbeat

at systole resulting in a temporal resolution of approximately one slice per second.

The acquisitions were carried out on a Philips Achieva 3T MR scanner using a T1-

weighted gradient echo sequence with an acquired in-plane image resolution of 1.4×1.4 mm2,

a slice thickness of 8 mm, repetition and echo times (TR and TE) of 3.1 and 1.9 ms, a

flip angle (FA) of 30 deg, and a SENSE factor of 2. To cover a region of interest in the

thorax including most of the lungs in the A-P direction typically 29-34 slice positions were

needed, which resulted in a total acquisition time of 24-28 minutes. In order to decrease the

effective slice thickness of the reconstructed volumes, and to help to establish respiratory

correspondences between adjacent slice positions, the slice positions were defined with a

4 mm overlap. This resulted in an effective slice thickness of 4 mm in a reconstructed

volume. To avoid polarisation artefacts from previous slices, a standard1 slice position

sampling scheme was used in which the slice position number is increased with a step size

equal to the rounded square root of the total number of slice positions.

5.2.2 Manifold Alignment for Multiple Datasets

In the following, three methods are presented for extending the theory for manifold align-

ment of two datasets in Chapter 4 to L datasets: (1) An extension of the two-step approach,

(2) An extension of the one-step approach, (3) a group-wise one-step approach.

Extension of Two-Step Approach

The extension of the two-step approach outlined in Section 4.3.1 for 2 datasets is straight-

forward and very similar to existing work in the literature such as Lombaert et al. [2011].

In a first step, the dimensionality of all datasets X1, . . . , XL is reduced using LLE to

obtain unaligned embeddings Ỹ1, . . . , ỸL. The slice position ref = round(L/2) is chosen as

reference to which the others will be aligned to.

As discussed in Section 4.3.1, the components of the embeddings have arbitrary signs.

Therefore, in a next step this “flipping” is accounted for. To this end a number of exhale

images are identified in each dataset. In coronal images such as those acquired for this

chapter all slice positions show the lungs which vary in size due to respiratory motion.

Therefore the mean intensity m̄i
p of a data point xip can give an approximate indication

of its position in the respiratory cycle. The xip with the maximum m̄i
p within each slice

position is labelled as exhale. Then all embeddings are flipped to minimise the distance of

their exhale point to the exhale point of ˜Yref as described in Chapter 4.

1This sampling scheme is called “interleaved” on the scanner model used to acquire the data.
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Next, ICP is applied in a pair-wise fashion to align each of the embeddings Ỹp to ˜Yref .

This produces the aligned embeddings Y1, . . . , YL.

Extension of One-Step Approach

One-step approaches can be generalised from two datasets to an arbitrary number of

datasets. To this end a joint cost function based on LLE is formulated and then a low-

dimensional representation is obtained simultaneously for all datasets in a single embedding

step. While this is a straight-forward generalisation of the theory in Chapter 4 for embed-

ding only two datasets, to the best of my knowledge, no related works have extended LLE

to embed L > 2 datasets simultaneously.

The extension is achieved by augmenting the cost function from Eq. (4.2) as follows:

Ctot(Y1, ..., YL) =
L∑
`=1

φ`(Y`) +
µ

2

L∑
p=1,q=1
p 6=q

ψ(Yp, Yq), (5.1)

where φ` is given by the LLE cost function defined in Eq. (4.2) and ψ(Yp, Yq) is given

by the usual inter-dataset cost function defined in Eq. (4.7). As in Chapter 4, µ is a

weighting parameter which governs the influence of the inter-dataset terms. Analogous

to the case with only two datasets in Chapter 4, Ctot can be rewritten in matrix form

as Ctot = Tr(V HV T ), where V = [Y1, . . . , YL] is the matrix containing the concatenated

embeddings and

H =


M (1) + µ

∑
pD1p −µU12 . . . −µU1L

−µU21 M2 + µ
∑

pD2p . . . −µU2L

...
. . .

...

−µUL1 −µUL2 . . . ML + µ
∑

pDLp

 (5.2)

Here, again the diagonal degree matrices Dpq are given by Di
pq =

∑
j U

ij
pq. Under the scaling

and translation constraints
L∑
`=1

v`
T v` = 1 (5.3)

and ∑
p

∑
i

yip = 0, (5.4)

which are generalisations of the constraints in Eqs. (4.11) and (4.12), the embedding V is

given by the second smallest to d+ 1 smallest eigenvectors of H.
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Simultaneous Groupwise Embedding

As shown above, the cost function in Eq. (4.9) from the Theory chapter (i.e. Chapter 4) for

embedding two datasets simultaneously can be easily extended to L datasets. However, in

that approach the inter-dataset similarity matrices Upq must be defined for all combinations

of p and q, even for slice positions which are not adjacent. Slice positions which are far

apart may not be directly comparable in image space as they visualise different parts of the

anatomy2.

Therefore, here a novel approach is proposed which avoids this problem. The datasets

are embedded simultaneously, in a one-step fashion, in overlapping groups of two. That is,

L high-dimensional input datasets X1, . . . , XL are embedded in L− 1 groups,

G(C1, C2), G(C2, C3), . . . ,G(CL−1, CL),

where Cp denotes the (coronal) slice position p3. Each group contains the embeddings

Yp, Yp+1 of two adjacent slice positions Cp and Cp+1. The groups are overlapping in the

sense that data from each slice position appears in two neighbouring groups. For example,

data from slice position 4, is embedded in group G(C3, C4) as well as group G(C4, C5). X1 and

XN are embedded in only one group because there is no more data before or after them,

respectively. Figure 5.2 shows an artificial example of a groupwise embedding in d = 2

dimensions and the relations between the groups. In the following, it will be explained how

the groups can be connected.

Although the embeddings from each group could be transformed into a single space using

some shape matching technique, this is in fact unnecessary. By embedding the datasets

in overlapping groups in this manner, correspondences between the different datasets can

be directly found by going from group to group. The two members of each group are

aligned due to the simultaneous embedding, and the connections to the next group are

deterministically known through the group overlap, i.e. because of the dataset that the

groups share. For example, consider an arbitrary point Y i
p (labelled with a square in

Figure 5.2), which is embedded in G(p), i.e. in G(Cp, Cp+1). Since within the group the

manifolds are aligned, the closest neighbour in Yp+1 can be found directly by evaluating the

distances to Y i
p in the low-dimensional space (see dotted lines in Figure 5.2). The nearest

neighbour is indicated by a circle in group G(Cp, Cp+1). The point Y i
p and its newly found

nearest neighbour Y j
p+1 can be looked up directly in their respective neighbouring groups

2Note that leaving the similarity kernel Upq undefined for non-adjacent p and q was investigated in
preliminary experiments and did not lead to acceptable results. The basic extension suing a Upq for all
combinations of p and q is evaluated as the technique FULL in the experiments described in Section 5.3.

3In the following, the coronal slice positions will be referred to as Cp instead of just p in order to be
consistent with the notation used in Chapter 6, where additionally sagittal slices will be used in the groupwise
embedding.
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Figure 5.2: Schematic illustration of groupwise manifold alignment. The curved lines illus-
trate the connections between the manifold embeddings through the group overlap across
groups (solid), or nearest neighbour look-up within aligned groups (dotted).

G(Cp−1, Cp), and G(Cp+1, Cp+2), since those groups also contain a copy of Yp, and Yp+1,

respectively. This look-up operation is denoted by the solid lines in Figure 5.2. From there,

another nearest neighbour step can be performed, finding points on Yp−1, and Yp+2. In this

manner the low-dimensional points closest to Y i
p on all other manifold embeddings can be

found iteratively.

Note that by choosing the closest neighbour within the groups (dotted lines) and trans-

porting that between groups (solid lines) instead of the actual point coordinates, small

introduced are incurred in the process of iteratively looking up correspondences. In order

to propagate the actual point coordinates, interpolating the location of the point in the

new group by looking at the k nearest neighbours on the current manifold embedding and

finding an average of those points in the manifold embedding of the new group was inves-

tigated. However, in the present application of volume reconstructions, this only slightly

influenced the results and therefore, for simplicity, only the closest neighbour is transported

as described above.

5.2.3 Choices for Inter-Dataset Kernel

For the direct extension of the one-step approach and for the simultaneous groupwise mani-

fold alignment (SGA) approach similarity kernels must be defined on the data. Two different

approaches were investigated: 1) A similarity kernel based directly on image comparisons

and 2) a registration-based similarity kernel additionally taking into account anatomical

differences between slice positions.
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Image Similarity-Based Inter-Dataset Kernel

An image-based inter-dataset kernel Upq based directly on the image similarity of data from

adjacent slice positions Cp and Cq can be defined as

U ijpq = K(xip, x
j
q) = exp

(
−
L̃2(xip, x

j
q)

2σ2

)
, (5.5)

where L̃2 denotes the normalised L2-distance, which is a scaled version of the L2-distance

such that the maximum L̃2 value between slices acquired at two adjacent slice positions

is equal to 1. The parameter σ governs the kernel shape. The normalisation step allows

the value of σ to be subject independent. The L̃2-distance is chosen because the data is

monomodal and because it gave superior results in preliminary experiments when compared

to normalised mutual information and normalised cross correlation.

Registration-Based Inter-Dataset Kernel

Even though the overlapping slices used in this chapter cover some common anatomy and

consequently look similar, the small changes in slice position between two adjacent slices

still cause non-negligible differences in the images. In particular, a shift in slice position

might cause an apparent deformation similar to a change in respiratory position (for ex-

ample a shift in the diaphragm position, or a change in lung area). Thus the most similar

looking slice may not always be the one with the closest respiratory position and basing

the inter-dataset kernel directly on the image similarities may adversely affect the resulting

reconstructions.

To address this, a novel registration-based inter-dataset kernel is proposed, which in-

corporates knowledge of the approximate relations between adjacent slice positions. Those

relations are obtained using registration of exhale slices, which are subsequently transported

to different respiratory states using transformations obtained from a second set of registra-

tions. In this manner approximations of the relations between adjacent slice positions at

any respiratory position are found, which can then be incorporated in the similarity kernel

in order to improve the similarity measure between slice positions. This process is explained

in more detail below. The relations between the slices and transformations are shown in

Figure 5.3.

In a first step an exhale volume consisting of exhale slices b
(exh)
p is reconstructed from the

slice-by-slice data. Because the exhale state is very reproducible [Blackall et al., 2006] this

can be accomplished by simply stacking the slices with the smallest lung area. As described

in Section 5.2.2, exhale slices can be found reliably by calculating the mean intensity of

each slice position; the slices with the highest mean intensity corresponded to the smallest

lung area. Note that no additional imaging is necessary for this step.
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Figure 5.3: Relations between the slices at adjacent slice positions Cp and Cq and the dif-
ferent (2D) transformations between them. The transformations T p 7→qexh , and T q 7→pexh between

two exhale slices b
(exh)
p and b

(exh)
q were transported to different respiratory positions using

the transformations T exh7→ip and T exh7→jq , to arrive at approximate transformations T p 7→qi

and T q 7→pj between two slices bip and bjq at arbitrary time points i and j.

The relations between adjacent exhale slices at slice positions Cp and Cq are captured by

the transformation T exhp 7→q which is obtained by registering b
(exh)
p to its neighbour b

(exh)
q using

2D to 2D B-spline registration [Rueckert et al., 1999] with a control point spacing of 2.8 mm,

a smoothness penalty term of λ = 0.01 and sum of squared differences (SSD) as similarity

measure. A relatively small control point spacing was chosen because changes between

adjacent slice positions typically do not involve large displacements. The corresponding

motion fields Dexh
p 7→q can be obtained by subtracting the grid locations (x′, y′) from the

transformed grid points, i.e.

Dexh
p 7→q(x

′, y′) = T exhp 7→q(x
′, y′)− (x′, y′), (5.6)

where (x′, y′) are the grid points of the transformation.

In order to make this mapping across slice positions available at all respiratory positions,

the transformations T exhp 7→q are transported to the different respiratory states. This can

be viewed as transporting the 2D deformation fields from the exhale coordinate system

to the coordinate systems of different respiratory states which are non-rigidly deformed

with respect to the exhale coordinate system. Rao et al. [2002] proposed a framework

to solve a conceptually similar problem, namely to transport deformation fields from one

patient coordinate system to another. This framework is used here to solve the problem

of transporting deformation fields to the coordinate systems of different respiratory states.
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To obtain mappings to different respiratory states, additional 2D to 2D registrations to

different time points within the slice positions are performed. That is, the transformations

T exh7→ip are obtained by registering b
(exh)
p to bip. For this step, B-spline registration with a

larger control point spacing of 14 mm is used, because the deformations due to respiratory

motion are larger than the deformations from slice position to slice position.

To obtain T ip 7→q the deformation fields Dexh
p 7→q are transported from the coordinate system

(x′, y′) to the coordinate system of respiratory state i, which is denoted by (x, y). If the

motion vector at positional coordinates (x′0, y
′
0) in the coordinate system of exh is equal to

dexhp 7→q, the transported vector at the location (x0, y0) and respiratory position i is given by

dip 7→q, where

(x0, y0) = T exh7→ip (x′0, y
′
0) and dip7→q = J−1 · dexhp 7→q. (5.7)

Here, J is the Jacobian matrix of (T exh 7→i(p) )−1, and (T )−1 denotes a numeric approx-

imation of the inverse of T . The multiplication by J−1 is necessary to account for non-

translational changes between the coordinate systems [Rao et al., 2002]. T ip 7→q can be

obtained from the transported motion fields using Eq. (5.6). This process can be repeated

going in reverse from slice position Cq to Cp to arrive at the transformation T jq 7→p at respi-

ratory position j.

With approximate knowledge of the relations between the slice positions at arbitrary

respiratory states an improved distance measure between the high-dimensional points xip

and xjq can be defined based on the corresponding images bip and bjq as

ε(xip, x
j
q) =

1

2
L̃2(bjq, bip ◦ T ip 7→q) +

1

2
L̃2(bip, bjq ◦ T jq 7→p), (5.8)

where, again L̃2 denotes the normalised L2-distance, and I◦T is the transformation of image

I with the transformation T . This means the similarities are evaluated after transforming

the slice at Cp into the coordinate system of Cq at the corresponding respiratory position,

and vice versa. Using both the registrations T ip 7→q, and T jq 7→p improved the robustness of

the similarity measure.

Note that the transformations T ip 7→q and T jq 7→p are only approximations, and might lose

validity at deep inhale states where the slice relations change significantly with respect to an

exhale state. However, even at those states the similarity measure is significantly improved

over using the L̃2-distance directly, as will be shown in the experiments.

The novel registration-based similarity kernel relating the slices at slice position Cp to
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the slices at slice position Cq can then be defined as

U ijpq = K(xip, x
j
q) = exp

(
−
ε(xip, x

j
q)2

2σ2

)
, (5.9)

where again σ governs the kernel shape.

Kernel Sparsification

Regardless of which similarity kernel is used, i.e. the image similarity based one in Eq.

(5.5) or the registration-based one in Eq. (5.9), the quality of the embeddings benefits from

a sparsification of the respective matrices Upq. Note that in a simple k-nearest neighbour

sparsification, neighbourhood relations are directed and thus not symmetric, i.e. if ‘A is a

neighbour of B’ it does not necessarily follow that ‘B is a neighbour of A’. This means that

the sparsification will depend on which slice position the k-nearest neighbour operation is

based on, for example if the k-nearest connections of slice position Cp to Cp+1 are kept a

different result will be obtained than when looking for the k-nearest connections of slice

position Cp+1 to Cp. This in turn will lead to biased connectivities and will adversely

affect the embedding. In practice, this means that some slices will be connected to many

neighbours, while others will be connected to none. Furthermore, note that making the

sparsified kernel symmetric by mirroring the connections would insert connections which

do not correspond to any physical similarity. For example, if slice i on slice position Cp is

close to slice j on slice position Cq (i.e. xip is close to xjq) it does not follow that also xjp

is close to xiq. xjp may in fact be completely different from xjq. In order to illustrate the

adverse effects of using a nearest neighbour based sparsification, this method will also be

evaluated in the experiment section (Section 5.3) as technique SGA.NN.

To overcome these limitations a kernel sparsification technique based on a global bipar-

tite maximum edge similarity matching is used. That is, the matching is obtained in which

every data point in Xp is connected to exactly one data point in Xq, and the sum of simi-

larities over all of the corresponding edges U ijpq is maximised. The schematic in Figure 5.4

illustrates this process. The bipartite matching that maximises the similarity is highlighted

in red in Figure 5.4b. This is equivalent to a combinatorial optimisation problem and can

be solved using the Hungarian method [Kuhn, 1955]. Note that using this sparsification, if

A is a neighbour of B, by definition B has to be a neighbour of A.

The resulting graph can be written as a sparse, symmetric matrix Upq, which in every

row and every column has exactly one non-zero entry, 0 < U ijpq ≤ 1. This is similar to

the case of labelled connections as in Ham et al. [2005], with the difference that here the

labels are not known a priori, but instead have a certainty measure (i.e. the kernel value)

attached to them.
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(a) Fully connected (b) Sparsified

Figure 5.4: Sparsification of similarity kernel by one-to-one node matching. (a) shows the
fully connected graph, (b) shows the optimal one-to-one mapping.

5.2.4 4D Volume Reconstruction

Computing aligned low-dimensional embeddings using any of the outlined approaches makes

it possible to establish respiratory correspondences in the low-dimensional space. The next

step is to reconstruct the slices into a sequence of 3D volumes. For a slice acquired from

slice position Cp, images from other slice position which are at the same respiratory position

can be identified in the low-dimensional embedded space. Those slices can then be stacked

into a coherent 3D MR volume. This process is performed for each slice xip in the original

acquisition order to arrive at a 4D MR (or 3D+t) reconstruction over the length of the

acquisition. Note that because each slice position has been acquired 50 times (see Section

5.2.1) it can be assumed that most respiratory positions have been covered and there will

be enough data to reconstruct a volume from each slice.

For the extensions of the two-step and one-step approaches, which were outlined in

Section 5.2.2 and Section 5.2.2, respectively, the data from all slice positions lie in the same

low-dimensional space. Thus, for a given input slice, it suffices to directly look up the

nearest neighbours to it from all the other slice positions. The corresponding slices can

than be stacked in a volume.

For the groupwise manifold alignment method the low-dimensional embeddings are not

in a single consistent space, but rather in the spaces of the respective groups. However, the

coordinates of the groups can be related to each other by making use of the group overlaps,

as was explained in Section 5.2.2, in particular in Figure 5.2. In this manner, for each input

slice the closest points in the low-dimensional space can be identified. Once identified the

high-dimensional slices corresponding to the low-dimensional points can be stacked into

volumes, as before.
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5.3 Experiments

The experiments section consists of two parts answering the two research questions of this

Chapter:

• Which of the outlined manifold alignment techniques performs the best for 4D MR

reconstruction from 2D MR slice data?

• How do manifold alignment based methods compare against state-of-the art slice-

stacking techniques from the literature?

The experiments were performed on synthetic (Experiments 1 & 3) and on real 2D MR

slice-by-slice data (Experiments 2 & 4). Experiment 5 contains a demonstration of how a

manifold alignment based method can be used in a PET/MR motion correction scenario.

The experiments are summarised in Table 5.1 for the reader’s convenience.

Table 5.1: Summary of the experiments in this chapter including the data it was performed
on, the methods that were evaluated and the evaluations which were performed.

Exp. Data Evaluated Techniques Evaluations

1 synth. MR MA techniques Determination of the optimal
µ parameter for all methods;
Reconstruction error; Visual
inspection

2 real MR MA techniques Reconstruction consistency;
Visual inspection

3 synth. MR State-of-the-art techniques Reconstruction error; Visual
inspection

4 real MR State-of-the-art techniques Reconstruction consistency;
Visual inspection

5 synth. PET/MR State-of-the-art techniques Visual inspection; SUV line
profiles

5.3.1 Compared Methods

In the following the compared methods for this chapter will be discussed.

Manifold Alignment-Based

The examined methods included a two-step method as described above, two variations of a

one-step method, and several variations of the groupwise method. The compared manifold

alignment methods were:
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• SGA.SIM: The simultaneous groupwise manifold alignment (SGA) approach using

the image similarity-based kernel proposed in Eq. (5.5).

• SGA.REG: The SGA approach using the registration-based similarity kernel proposed

in Eq. (5.9).

• SGA.NN: The SGA approach using the image similarity based kernel from Eq. (5.5),

with a conventional nearest neighbour sparsification instead of the global bipartite

maximum edge similarity matching proposed above.

• SGA.LEM: The SGA approach using a Laplacian Eigenmaps-based intra-dataset ker-

nel. The extension of LEM to two datasets is very similar to the LLE-extension. It

can be obtained by replacing the LLE cost function (i.e. φ(·)) in Eq. (4.6) by the LEM

cost function (see Belkin and Niyogi [2003]) and following through the derivations in

Appendix A. The inter-dataset kernel was the same as for SGA.SIM.

• ICP: The basic two-step method as described in Section 5.2.2.

• FULL: The basic one-step approach as described in Section 5.2.2. For this method

all similarity matrices Upq between all slice positions Cp and Cq were defined using the

image-based similarity kernel defined in Eq. (5.5).

• JMR: Joint manifold representation is a one-step manifold alignment approach pro-

posed by Torki et al. [2010], and discussed earlier in Section 3.5. The intra-dataset

kernels are defined using LEM, and the intra-dataset kernels using an orthogonalised

SSD similarity measure.

Methods Not Based on Manifold Alignment

In addition to the manifold alignment-based techniques two state-of-the art slice stacking

techniques from the literature were investigated. Note that both methods were discussed

in more detail in Section 3.1.4.

• IMBASED: Dikaios et al. [2012] proposed a slice-stacking technique which finds cor-

responding 2D MR slices across slice positions by directly evaluating a similarity

measure (mutual information).

• PBNAV: Würslin et al. [2013] used a simultaneously acquired MR pencil beam nav-

igator to establish respiratory correspondences between 2D MR slice-by-slice data.

Thus each acquired slice had an associated navigator value. To reconstruct volumes,

in the original work, the navigator values were used to bin the MR data from different

slice positions into four gates. For the experiments here this approach was adapted
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to allow for more accurate reconstructions. In the reconstruction step, for each slice

a volume was reconstructed by selecting the data from all other slice positions with

navigator values closest to the input slice.

.

Note that the slice stacking technique proposed by Von Siebenthal et al. [2007a] is

not included in the evaluations. That method requires an acquisition protocol in which a

fixed navigator slice is acquired before and after each data slice, and could therefore not

implemented using the data used here.

5.3.2 Comparison of Manifold Alignment Methods

Experiment 1: Validation on Synthetic Data

For the validation on synthetic data, synthetic 2D MR slice-by-slice images were generated

from real scans of 10 healthy volunteers as described in Section B.1 of the Appendix. As

for the real slice-by-slice acquisitions used later on, for each volunteer slices from 29-34

overlapping slice positions with 50 images per slice position were obtained.

In order to evaluate the accuracy of the various reconstruction techniques, a leave-

one-out (LOO) cross validation was performed for each subject separately. For one of the

synthetic slices the whole volume it belonged to was left out, apart from the slice itself.

Next, a new volume was reconstructed around the slice from the remaining synthetic data,

which resulted in an approximation V̂out of the left-out ground-truth volume Vout. The

reconstruction error was estimated by calculating the L2-distance L2(V̂out, Vout), between

the two volumes. The process was repeated for each of the synthetic slices to obtain a good

estimate of the mean and the standard deviation of the reconstruction error.

In preliminary evaluations SGA.SIM and SGA.REG were found to be relatively insensi-

tive to the choice of the parameters k (number of neighbours in the LLE cost function) and

σ (the kernel shape parameter) as long as they were chosen from a reasonable range. The

number of neighbours was set to 70% of the time points acquired at each slice position, i.e.

k = 35, and σ = 0.5 for the evaluation of both methods. The significance of the weighting

parameter µ which governs the importance of the similarity kernel in Eq. (4.6) and the

embedded dimensionality d of the manifold representation were more closely investigated.

In order to estimate the inherent dimensionality of the slice-by-slice data a technique

developed for this purpose which employs fractal dimensions to estimate the underlying

number of dimensions of high-dimensional data was employed [Camastra and Vinciarelli,

2002]. The algorithm was applied to the data from each slice position and each subject and

an average was computed. The average inherent dimensionality of the data was found to

be close to 3 and hence the embedding dimensionality was set to d = 3.
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The optimal parameter value of µ for each of the methods using this parameter4 and

the results of the LOO cross validation were determined simultaneously in a 2-fold nested

cross validation over all subjects. That is, the 10 subjects were divided into a tuning set of

5 and a test set of 5. The LOO experiment was performed on the tuning set for a range of

different parameter values of µ, combining the errors of the 5 subjects into a single error

figure for each parameter. The parameter range was chosen to be 0.001 to 4544 with a

logarithmic spacing5. Next, the µ associated with the minimum error for each method was

selected and used to evaluate the reconstruction error for each of the subjects in the test

set. Lastly, the positions of the test set and tuning set were swapped to evaluate the second

fold.

Experiment 2: Validation on Real Data

In order to validate the proposed method on real data, slice-by-slice data was acquired

from 10 volunteers over the course of 24 to 28 minutes as described in Section 5.2.1. The

resulting data typically consisted of 29-32 slice positions, each sampled 50 times. Note

that all volunteers except volunteer H were the same as the volunteers from Experiment 1.

Volunteer H was not available for the long scanning session and was replaced by volunteer

K. Additionally, a 1D pencil beam navigator was recorded for each slice. However, only

a leading pencil beam navigator was acquired since acquiring both leading and trailing

navigators was not possible on the scanner for an acquisition of this length. For each of

the examined manifold alignment methods a volume was reconstructed around each of the

acquired slices resulting in a time sequence of 3D volumes.

Since for the real data the ground-truth is unknown, the consistency of reconstruction

was evaluated for each of the techniques. That is, for each acquired slice a volume V was

reconstructed, and for each slice s in this volume another volume V̂s was reconstructed.

Ideally, V̂s should be equal to V . In practice, however, a different input slice position

will yield a different reconstruction. To estimate this reconstruction consistency the L2-
distance L2(V̂s, V ) was calculated for each slice of each reconstructed volume. Consistency

alone naturally does not give an indicator of the correctness of a method, as reconstructions

can be consistently wrong. However, together with visual inspection of the results, and the

results from the experiment on synthetic data from the previous section, the consistency

error gives an indication as to how reproducible the shown results are.

Because for the real data no ground-truth was available, there was no good measure

to use for tuning the values of the parameters. Applying the dimensionality estimation

technique to the real data in the same manner as before yielded an approximate average

4That is, FULL, JMR, SGA.NN, SGA.LEM, SGA.SIM, and SGA.REG.
5This unusual upper bound number is due to the fact that the original range had to be extended in

logarithmic steps until it could be confirmed that the error of SGA.LEM converged.
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underlying dimensionality of 5 for each slice position. However, in preliminary experiments

it was found that none of the manifold alignment techniques were robust to matching in

such high dimensions. This may have to do with the fact that higher modes of variation

were slice position specific and not common to all slice positions as with the first three

modes. Therefore, the same dimensionality as for the synthetic experiment was used, that

is d = 3 . The respective µ-parameters for each method were set to the values found in

the synthetic tuning step. The other parameters were set to the same values as for the

synthetic experiments, i.e. σ = 0.5, k = 25.

5.3.3 Comparison to State-of-the-Art Slice-Stacking Methods

Based on the findings of Experiments 1 & 2, the two best performing methods, i.e. SGA.SIM

and SGA.REG, were compared to the two slice stacking techniques not based on manifold

alignment, i.e. IMBASED and PBNAV.

Experiment 3: Validation on Synthetic Data

The experimental set up was exactly the same as for Experiment 1, except for the compared

methods.

Experiment 4: Validation on Real Data

Also for the real data no changes were made in the experimental protocol on real data from

Experiment 2, except the examined methods were replaced.

Experiment 5: PET/MR Simulation

In the final experiment, IMBASED, SGA.SIM and SGA.REG were applied for the ret-

rospective respiratory motion correction of a realistic synthetic PET dataset using the

reconstruct-transform-average (RTA) approach, which was discussed in Section 3.1.4.

Synthetic PET/MR data was generated from real 4D CT and real MR data from one of

the healthy volunteers as discussed in Section B.2 of the Appendix. 4D CT data was used

in order to obtain very realistic motion fields inside of the lungs. The resulting synthetic

PET data consisted of reconstructions from 30 gates with relatively low counts in each gate.

Furthermore, a synthetic lesion was placed in one of the lungs close to the diaphragm. An

example of a single gate is shown in Figure B.1d in the Appendix. The synthetic MR slice-

by-slice data for this experiment consisted of 29 slice positions, each of which was sampled

30 times.

In order to perform motion correction of the PET data using the slice-by-slice MR data,

a volume was reconstructed from a synthetic slice for each time point using the IMBASED,
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SGA.SIM, and SGA.REG methods. Again, the parameters for the latter two were chosen

based on the findings in Experiment 1. The dimensionality was set to d = 3 and the weight

parameter was set to µ = 0.144 for SGA.SIM and SGA.REG. Furthermore, σ = 0.5 and

k = 21, which was again 70% the time points acquired at each slice position. Note that

performing this experiment using PBNAV, by extracting an artificial pencil beam navigator

signal from the images, would not be meaningful. This is because all of the slices originating

from one volume would have identical navigator values and the matching would always be

perfect.

Similar to the acquisition of the real slice-by-slice data (see Section 5.2.1), the input

slice position was varied for each time point by the square root of the total number of slice

positions. For each of these reconstructed volumes backward motion fields were derived by

registering the reconstructed volumes, obtained using the three examined techniques, to

the MR reference volume using B-spline registration [Modat et al., 2010].

Finally, each of the synthetic PET gates was transformed back to the reference exhale

state using the estimated backwards motion fields derived using each of the examined

techniques. The transformed PET gates were then averaged to produce the final PET

image. Additionally, the PET gates without motion corruption were averaged to obtain

a ground-truth, and a PET volume without any motion correction was reconstructed. In

order to compare the quality of motion correction, intensity profiles through the tumour

were evaluated for each of the reconstructions above.

5.4 Results

5.4.1 Comparison of Manifold Alignment Methods

Experiment 1: Validation on Synthetic Data

The combined error scores on the synthetic tuning sets for each parameter value of µ and

each of the manifold alignment methods are shown in Figure 5.5. It can be observed that

the groupwise techniques, SGA.SIM and SGA.REG, outperform the other techniques for

almost all parameter values µ. Furthermore, it can be seen that suitable parameter values

for both of these techniques can be chosen from a range of values between approximately

0.05 and 0.5.

The results of the leave-one-out cross-validation on the respective synthetic data test

sets are shown in Table 5.2.

Since the error distribution of all volunteers was symmetric but not normal, the signif-

icance levels were evaluated using a 1-tailed Wilcoxon signed rank test. It was observed

that overall SGA.REG performed significantly better (p < 0.001) than all other evaluated

techniques, closely followed by SGA.SIM. SGA.LEM also performed well compared to the
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Figure 5.5: Combined fold error on the tuning set for the examined manifold alignment
methods which depend on the parameter µ. The respective minimum of each method is
indicated by a larger coloured circle.

other methods, but did not reach the reconstruction accuracy of SGA.SIM and SGA.REG.

When examining results volunteer-by-volunteer, it was found that for each volunteer the

improvements of SGA.REG over all the other techniques were significant (p < 0.001). The

average reconstruction error over all volunteers on synthetic data using each of the examined

methods is shown in Figure 5.6.
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Figure 5.6: Average error over all volunteers for all methods evaluated in the two experi-
ments on synthetic data (Exp. 1 and 3).

In order to visualise the reconstructed volumes a maximum intensity projection (MIP)

in the R-L direciton over the left lung was used. Examples of such MIPs of volumes

reconstructed for volunteer E using the examined manifold alignment techniques, and their
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disparity with respect to the ground-truth, are shown in Figure 5.7. The top row (EXH)

contains a typical end-exhale reconstruction and the bottom row (INH) a typical inhale.

Figure 5.7: Examples of sagittal MIPs over the left lung of volunteer E obtained from
synthetic slice-by-slice data reconstructed using the examined techniques. The left most
column (a), contains the ground-truth (GT) MIP. The remaining columns show the dispar-
ity between the GT and the volumes reconstructed using the examined techniques: (b) ICP,
(c) FULL, (d) JMR, (e) SGA.NN, (f) SGA.LEM, (g) SGA.SIM, (h) SGA.REG. Areas where
the GT and the reconstruction have the same value are shown in grey. Areas where the
intensities deviate from the GT are shown in magenta or green. The projections are shown
at two respiratory positions: end-exhale (EXH), and end-inhale (INH).

Visual inspection of the results confirmed the results in Table 5.2. The reconstructions

using SGA.REG most closely match the ground-truth. While SGA.SIM and SGA.LEM

also gave reasonable reconstructions they don’t match the accuracy of SGA.REG.

Experiment 2: Validation on Real Data

In Figure 5.9 sagittal MIPs of volumes reconstructed from real slice-by-slice data using the

manifold alignment-based reconstruction techniques are presented for one representative

volunteer (volunteer B). Reconstructions are shown at three distinct respiratory states

(end-exhale, mid-inhale, and end-inhale).

By visually inspecting the reconstructions on real data it can be seen that most of

the techniques performed well in reconstructing end-exhale respiratory states. This was

presumably due to the fact that end-exhale states are more reproducible than other respi-

ratory states and that most volunteers spend more time at this respiratory position, which

led to more data being acquired there. For other respiratory states SGA.REG yielded the

most realistic reconstructions out of the examined manifold alignment methods. While

the reconstructions obtained using SGA.SIM also look reasonable, SGA.LEM performed
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Figure 5.8: Examples of sagittal MIPs over the left lung of volunteer B obtained from real
slice-by-slice data reconstructed using the examined manifold alignment methods: (a) ICP,
(b) FULL, (c) JMR, (d) SGA.NN, (e) SGA.LEM, (f) SGA.SIM, (g) SGA.REG. The pro-
jections are shown at three respiratory positions: end-exhale (EXH), mid-inhale (MID), at
end-inhale (INH). White arrows indicate some of the reconstruction errors.

significantly poorer on the real data.

The results of the consistency experiment are shown in Table 5.3. For the majority of

volunteers SGA.LEM produced the most consistent results, closely followed by SGA.REG.

Both the improvements of SGA.LEM over SGA.REG and the improvements of SGA.REG

over the rest of the methods were statistically significant (p < 0.001), except for volunteer

K, for whom SGA.LEM, SGA.REG and FULL performed similarly. Again, statistical

significance was assessed using a 1-tailed Wilcoxon signed rank test as the error distributions

were symmetric but not normal.
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5.4.2 Comparison to State-of-the-Art Slice-Stacking Methods

After establishing that robust 4D MR reconstructions can be obtained using manifold align-

ment techniques, the two best performing methods, SGA.SIM and SGA.REG, were eval-

uated against two slice stacking techniques which do not rely on manifold learning. Note

that the numerical results of SGA.SIM and SGA.REG are the same here as for Experiments

1 and 2 and are only replicated here for comparison.

Experiment 3: Validation on Synthetic Data

The results of the leave-one-out cross-validation on the synthetic data test sets for the

comparison against the state-of-the-art methods are shown in Table 5.4.

SGA.REG performed significantly better (p < 0.001) than all other evaluated tech-

niques, and SGA.SIM performed significantly better than PBNAV and IMBASED. When

examining results volunteer-by-volunteer it was found that for 7 out of the 10 subjects the

improvements of SGA.REG over the respective next best technique (highlighted in light

grey in Table 5.4) were significant (p < 0.001). For volunteers C, G and I, SGA.REG

was significantly better than PBNAV and IMBASED. The average performance over all

volunteers of PBNAV and IMBASED is also included in the comparison in Figure 5.6.

The error figures observed were also reflected by the visual inspection of MIPs through

the reconstructed volumes. In Figure 5.9, such MIPs are shown for all techniques at end-

inhale and end-exhale respiratory states.

All examined techniques were able to reconstruct accurate volumes at end-exhale. How-

ever, SGA.REG consistently yielded more accurate reconstructions at other respiratory

states when compared to the other techniques. The reconstructions using PBNAV suffered

from artefacts in the anterior chest-lung interface (indicated by arrows in the top row of Fig-

ure 5.9). The biggest improvements of SGA.REG over the other techniques were achieved

for inhale states, such as the one shown in the bottom row of Figure 5.9, where breathing

variabilities are largest. The purely image-based technique, IMBASED, occasionally con-

tained large misestimations of the respiratory position such as, for example, shown for the

end-inhale state (INH) in Figure 5.9.

Experiment 4: Validation on Real Data

Figure 5.10 shows sagittal MIPs of volumes reconstructed from real slice-by-slice data using

the two state-of-the-art reconstruction techniques and the groupwise manifold alignment

methods. Examples of the same volunteer already presented in Experiment 2 (volunteer B)

are shown at three distinct respiratory states (end-exhale, mid-inhale, and end-inhale). For

the mid-inhale and end-inhale reconstructions a small area inside the lungs was magnified
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Figure 5.9: Examples of sagittal MIPs over the left lung of volunteer E obtained from
synthetic slice-by-slice data reconstructed using the four examined techniques. The left
most column (a), contains the GT MIP. The remaining columns show the disparity between
the ground-truth (shown in magenta) and the volumes reconstructed using the examined
techniques: (b) PBNAV, (c) IMBASED, (d) SGA.SIM, (e) SGA.REG (shown in green).
The projections are shown at two respiratory positions: (EXH) end-exhale, and (INH) deep
inhale. The white arrows indicate some of the disparities.

to highlight the differences in vessel continuity.

As in the previous experiment visual inspection of these results revealed that end-exhale

respiratory states were reconstructed accurately by all techniques. Only IMBASED some-

times suffered from implausible reconstructions such as the kink in the diaphragm indicated

by an arrow in the EXH row in Fig. 5.10. For other respiratory positions the effects of

misalignment became more evident. In mid-inhale frames, such as the one shown in the

MID row of Figure 5.10, occasionally inaccuracies in the anterior chest-lung interface were

observed for PBNAV (highlighted by an arrow) similar to the ones observed on synthetic

data. The vessel close-up views show that SGA.REG gave the smoothest estimate in this

area of all examined techniques. Artefacts like the ones mentioned above became much

worse at inhale states, such as the one shown in the bottom row of Figure 5.10 where

respiratory variabilities are the largest. In this frame PBNAV suffered from large artefacts

on the diaphragm and the anterior chest-lung interface as highlighted by arrows, which

were likely due to respiratory intra- and inter-cycle variations. Also the vessels were dis-

torted and intermittent for PBNAV while SGA.REG retained smooth continuous vessels.

As can be seen in the same figure, IMBASED and SGA.SIM sometimes gave anatomically

implausible reconstructions at inhale.
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The results of the consistency experiment are shown in Table 5.5. For all volunteers

PBNAV gave significantly (p < 0.001) more consistent results than all other evaluated

techniques, and SGA.REG gave significantly more consistent results than IMBASED and

SGA.SIM. Again, significance was assessed used a 1-tailed Wilcoxon signed rank test as the

error distributions were symmetric but not normal. The fact that PBNAV achieved higher

consistency is not surprising and will be further discussed in Section 5.5.

To illustrate the process of manifold alignment, the first two dimensions of the aligned

embedding using SGA.REG of G(18) (group 18), which contains the manifolds of slice po-

sition 18 (blue), and 19 (red), are shown in Figure 5.11b. For comparison also the embed-

dings of the same two slice positions computed directly from LLE without any alignment

are shown in Figure 5.11a. The embedded low-dimensional coordinates which correspond

to the slices used for slice positions 18 and 19 of the inhale (INH) reconstruction using

SGA.REG in Figure 5.10 are highlighted with black squares in Figures 5.11a and b. In

Figure 5.10 the two slice positions used to generate the embeddings in Figure 5.11 are

indicated by small red arrows in the bottom row.

Experiment 5: PET/MR Simulation

The results of the PET motion correction experiment are shown in Figures 5.12 and 5.13. A

coronal slice including the tumour through the ground-truth reconstruction without motion

corruption is shown in Figure 5.12a and the reconstruction without motion correction is

shown in Figure 5.12b. The motion corrected reconstructions using IMBASED, SGA.SIM,

and SGA.REG are shown in Figures 5.12c, 5.12d, and 5.12e, respectively. Close-up views

of the tumour for (a)-(e) are shown in Figure 5.12f. Finally, the SUV line profiles through

the tumour along the line indicated in Figure 5.12a, are shown in Figure 5.13.

From Figure 5.12 it can be seen that the reconstructions using SGA.SIM (Figure 5.12d)

and SGA.REG (Figure 5.12e) both very closely matched the ground-truth with no mo-

tion corruption (Figure 5.12a). The reconstruction using IMBASED (Figure 5.12c) was

markedly less defined. This is confirmed by looking at the line profiles through the tumour

shown in Figure 5.13. The profile through the SGA.REG reconstruction was very similar

to the motionless ground-truth. The profile from the SGA.SIM reconstruction was slightly

less defined.

5.5 Discussion

The purpose of this chapter was to investigate the utility of manifold alignment for the pur-

pose of navigator-less, accurate reconstruction of high-resolution, high-contrast dynamic 3D

volumes from long slice-by-slice 2D MR acquisitions. In particular a novel approach based
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on the simultaneous groupwise manifold alignment of adjacent slice positions (SGA.REG)

has been proposed which outperforms state-of-the-art slice stacking techniques proposed

for PET/MR motion correction.

The evaluation has aimed to answer two different research questions. First, a number

of manifold alignment approaches were compared in terms of reconstruction accuracy and

consistency in Experiments 1 and 2. It was found that the groupwise techniques (in partic-

ular SGA.SIM and SGA.REG) significantly outperformed the two-step manifold alignment

approach (ICP), and the conventional one-step approaches (FULL and JMR). Naive two-

step approaches, such as the ICP approach, do not take anatomical similarities into account

and a matching purely on the shape of the embedded manifolds lacks robustness. Further-

more, the shape of the embeddings may vary by more than an affine transformation in

some cases. In addition to the issues regarding the robustness of the matching, two-step

approaches require determining the correct flipping and ordering of the eigenvectors prior

to alignment, which may not always be feasible. For those reasons, for the remainder of

this thesis the two-step approach was not further explored. The one-step approaches FULL

and JMR required calculating similarities between all slice positions. Not surprisingly, this

led to very inaccurate matches for anatomically distant slice positions explaining the poor

performance of those methods. The groupwise approaches overcome this limitation by only

comparing adjacent slice positions, for which some anatomical similarity can be expected.

This is particularly true for overlapping slice positions such as those used in this chapter.

Additionally, different versions of the groupwise approach were explored. The SGA.SIM

approach is considered to be the base algorithm for the scope of this discussion. Different at-

tributes were removed from it or added to investigate their effect. The benefits of the novel

sparsification technique based on a bipartite node matching (see Section 5.2.3) were explored

through a comparison to a normal nearest neighbour-based sparisification (SGA.NN). Both

on real and on synthetic data the proposed sparsification technique proved significantly

superior to SGA.NN, and the sparsification proved to be one of the most important com-

ponents for accurate reconstructions. Furthermore, a groupwise approach extending LEM

instead of LLE was explored. The resulting method, SGA.LEM, proved slightly inferior to

SGA.SIM in the synthetic experiments. It is interesting to note that SGA.LEM performed

at its best at much higher parameter values of µ than all other methods (see Fig. 5.5),

which also explains its good performance in the consistency experiment. This means that a

lot of trust is placed on the inter-dataset similarity kernel, rather than the inherent shape of

the manifold. Even though the reconstructions are consistent it can easily be verified in the

visual inspection of the real reconstructions in Fig. 5.8 that the reconstructions are of poor

quality. Based on these findings, for the remainder of this thesis LLE based approaches

will be used. Lastly, a more accurate similarity kernel accounting for remaining anatomi-
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cal differences between adjacent slice positions (SGA.REG) was investigated. The method

produced significantly more accurate reconstructions than the other methods for both real

and synthetic data. It is expected that the improvements would be even more pronounced

if non-overlapping or thicker slices would be acquired. However, SGA.REG required the

computation of the expensive kernel in Eq. (5.9), which took up to 3 hours per subject

running in parallel on 8 cores on a workstation clocked at 2.7 GHz. In contrast, SGA.SIM

ran in a few seconds. Thus, the choice between SGA.SIM and SGA.REG depends on the

requirements of the application.

The second part of the evaluations (Experiments 3 and 4) focused on a comparison of

SGA.REG and SGA.SIM to PBNAV and IMBASED, which do not employ manifold align-

ment. On the synthetic data both SGA.SIM and SGA.REG significantly outperformed

PBNAV and IMBASED. Visual inspection of the real reconstructions in Experiment 4

confirmed these findings. Manifold alignment techniques capture the breathing motion at

each slice position in a low-dimensional manifold embedding. For a sufficiently high di-

mensionality of the embeddings, this representation of motion has the potential to model

all respiratory inter-cycle as well as intra-cycle variabilities such as amplitude variations,

baseline shifts and hysteresis in the manifold representation. Such variabilities are then

taken into account during the reconstruction resulting in more accurate volumes than cur-

rent methods. PBNAV relies on a 1-dimensional signal on the diaphragm and thus cannot

capture such variabilities. Although the reconstructions were accurate in the diaphragm

region, artefacts were present in other parts of the anatomy such as the lung-chest interface

highlighted by white arrows in Figures 5.9 and 5.10. This is due to the fact that although

the same point may pass through a navigator window on the diaphragm, the overall organ

configuration may vary due to inter- and intra-cycle variabilities [Blackall et al., 2006].

IMBASED should in principle be able to capture respiratory variabilities as it relies only

on comparisons of the high-dimensional image data. As for the groupwise manifold align-

ment approaches only adjacent slice positions were directly compared. The performance of

the IMBASED technique showed that relying only on high-dimensional similarities is not

sufficient for accurate slice stacking. SGA.SIM and SGA.REG only used such similarities

to guide the alignment of the inherent manifold structure of each slice position, which led

to much better results.

The consistency results of Experiment 4 shown in Table 5.5 allow quantification of how

consistently the visual results shown in Figure 5.10 can be reproduced over all time frames.

The consistency results should however not be mistaken as a measure for reconstruction

accuracy and should not be interpreted on their own. PBNAV gave the most consistent

results for all volunteers. This can be understood when considering that a 1D signal is

easier to match consistently to 1D signals from other slice positions. This, however, comes
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at the cost of not being able to model inter- and intra-cycle breathing variabilities, which

cannot be captured by a 1D signal only. The other techniques require matchings in higher

dimensions which have more ambiguity, but allow for such variabilities to be captured. The

high consistency of PBNAV also means that errors due to mismatches caused by breathing

variabilities were also consistently reproduced. SGA.REG exhibited a high consistency for

all volunteers when compared to SGA.SIM and IMBASED and offered a good compromise

between reconstruction reproducibility and ability to model complex breathing patterns.

Acquiring data using a slice-by-slice acquisition protocol as described in Section 5.2.1

allowed excellent image contrast and made it possible to image vessel structures inside

the lungs which cannot be visualised using a dynamic 3D MR acquisition protocol. As

has been demonstrated such motion fields can be used to accurately correct for motion in

simultaneous PET/MR acquisitions. Capturing respiratory variabilities is not yet an issue

due to the comparatively low image resolutions currently achieved in PET. However, PET

has the potential to acquire images with an image resolution down to 0.67 mm [Moses,

2011]. In this case, very accurate motion estimation will gain importance.

Coronal slices were used because in this manner fewer slice positions are needed to cover

the whole thorax and because anatomical changes are smaller from slice position to slice

position. In Section 2.1 it was discussed that most of the respiratory motion occurs in the

S-I and A-P directions, therefore using sagittal input slices may be beneficial. However, the

manifold alignment methods discussed in this chapter are not robust to sagittal input slices

because of the rapidly changing anatomy. However, note that through-plane motion is also

captured in the manifold which allows stacking slices with the same through-plane motion.

In the PET/MR scenario motion is not estimated from individual 2D MR slices but rather

from reconstructed 3D volumes in which through-plane motion should be accounted for. A

remaining problem is that as a consequence of the coronal input slices the reconstructed

volumes have a lower resolution of 4 mm in the A-P direction compared to 1.4 mm in the

R-L and S-I directions, which may impede motion estimation accuracy. Therefore, in the

following two chapters strategies are explored to extend the methodology in this chapter to

sagittal input slices.

For the PET reconstructions the RTA approach was used. It has been shown by Poly-

carpou et al. [2011] that under some circumstances the MCIR method may provide superior

PET motion correction than RTA, but this comes at greater computational cost. The tech-

nique proposed in this chapter can also be used to provide motion estimates for MCIR-based

reconstructions.

During a PET/MR session typically many different MR scans need to be acquired for,

amongst other things, attenuation correction and visualisation of different aspects of the

anatomy. Note that the MR-based PET motion correction scheme proposed here could
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be applied with minimal scanning overheads, since acquiring one 2D slice for 160 ms per

cardiac cycle is sufficient to retrospectively obtain high-contrast 3D volumes for the entire

duration of a PET imaging session. In the remainder of the time the scanner could be used

for other MR imaging relevant to the PET session. In the future it would also be conceivable

to integrate part of those additional scanning requirements into the proposed method, for

example, by temporally interleaving partial MR data acquisitions using different protocols

and reconstructing them retrospectively using SGA.REG.

4D MR volumes, such as the ones reconstructed in this chapter, have many potential

applications in addition to PET/MR motion correction. For example, they may be useful for

the planning of treatments such as radiotherapy or image-guided treatments, they may be

used as input for motion models, or as a tool to better understand and quantify respiratory

motion.
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Table 5.4: Means and standard deviations of the leave-one-out cross-validation of manifold
alignment methods compared to state-of-the-art methods on synthetic slice-by-slice data
for each volunteer. The method giving the lowest reconstruction error is highlighted in dark
grey for each volunteer; the next best method is highlighted in light grey.

SGA.SIM SGA.REG PBNAV IMBASED
·103 ·103 ·103 ·103

Volunteer A 2.627± 0.926 2.508± 0.902 2.911± 1.215 4.604± 2.150

Volunteer B 3.818± 0.955 3.774± 0.970 3.940± 1.113 7.802± 2.993

Volunteer C 3.685± 1.180 3.649± 1.161 3.907± 1.472 4.822± 1.543

Volunteer D 3.478± 1.909 2.988± 0.959 3.183± 1.031 6.146± 2.966

Volunteer E 4.830± 1.142 4.673± 1.200 5.441± 2.129 7.995± 2.773

Volunteer F 6.192± 1.717 6.094± 1.642 7.076± 2.650 9.043± 3.002

Volunteer G 5.189± 2.308 5.105± 2.247 5.861± 2.705 5.941± 2.041

Volunteer H 3.557± 1.042 3.465± 1.009 4.184± 1.698 7.653± 3.173

Volunteer I 3.859± 1.269 3.806± 1.271 4.044± 1.357 6.723± 2.282

Volunteer J 3.460± 0.851 3.372± 0.816 3.967± 1.294 5.820± 2.232

Table 5.5: Means and standard deviations of the consistency experiment on real slice-by-
slice data for each volunteer. The method giving the lowest consistency error for each
volunteer is highlighted in dark grey, and the method with the second to lowest consistency
error is highlighted in light grey.

SGA.SIM SGA.REG PBNAV IMBASED
·103 ·103 ·103 ·103

Volunteer A 3.238± 2.473 2.706± 2.080 1.777± 1.632 5.730± 3.671

Volunteer B 3.975± 2.910 3.416± 2.281 2.181± 1.842 6.960± 4.278

Volunteer C 4.616± 3.112 3.969± 2.658 2.850± 2.160 7.807± 4.327

Volunteer D 4.687± 3.552 4.258± 3.137 2.566± 2.513 8.717± 5.700

Volunteer E 4.650± 3.096 4.295± 2.860 2.585± 2.321 8.123± 5.137

Volunteer F 6.026± 3.865 5.963± 3.824 4.026± 2.959 8.560± 5.140

Volunteer G 6.495± 4.514 5.638± 3.649 4.166± 2.942 8.598± 4.447

Volunteer I 4.537± 2.851 4.090± 2.699 2.807± 1.995 8.309± 5.256

Volunteer J 4.189± 2.549 3.723± 2.407 2.766± 2.069 6.712± 3.933

Volunteer K 5.075± 3.279 4.832± 3.061 3.841± 2.600 8.636± 5.528
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Figure 5.10: Examples of sagittal MIPs over the left lung of volunteer B obtained from
real slice-by-slice data reconstructed using the four examined methods: (a) SGA.SIM,
(b) SGA.REG, (c) PBNAV, and (d) IMBASED. The projections are shown at three respira-
tory positions: end-exhale (EXH), mid-inhale (MID), at end-inhale (INH). Magnifications
of the square area indicated with white boxes in the middle and bottom rows are shown in
the lower left corner of the respective images. The red markers in the lower right mark the
slice positions shown in the sample manifold embedding in Figure 5.11.
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Figure 5.11: Unaligned and aligned embeddings for slice positions 18 (blue) and 19 (red) of
volunteer B. (a) shows the first two dimensions of the 3-dimensional embeddings of the two
slice positions as obtained directly from LLE without alignment. (b) shows the first two
dimensions of group 18 of the aligned SGA.REG embedding. The manifold coordinates of
the slices that were chosen for the inhale reconstruction of SGA.REG in Figure 5.10 are
highlighted with black rectangles.

(a) No Motion (b) No Correction (c) IMBASED

(d) SGA.SIM (e) SGA.REG (f) Close-up Views

Figure 5.12: Result of motion correction applied to the synthetic PET data: (a) The sum
of the PET gates with no motion (ground-truth), (b) PET reconstruction without motion
correction, and motion corrected PET reconstructions using (c) IMBASED, (d) SGA.SIM
and SGA.REG. Finally close-up views of the tumour for (a)-(e) are shown in (f). The line
profiles in Figure 5.13 were calculated along the doted line in (a).
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Figure 5.13: SUV line profiles through the tumour along the line indicated in Figure 5.12a
for the motionless ground-truth, no motion correction, and motion correction using IM-
BASED, SGA.SIM and SGA.REG. The motionless ground-truth and the SGA.REG motion
correction have almost identical profiles between z = 5mm and z = 12mm.



Chapter 6

Autoadaptive Motion Modelling

In this chapter manifold alignment will be investigated to build a motion model which

can automatically adapt to new breathing patterns while capturing respiratory inter- and

intra-cycle variabilities.

6.1 Introduction

In interventions such as HIFU which require, or are aided by, image-based planning prior

to the treatment, motion induced by respiration may cause the target area to deviate from

the treatment plan, reducing the accuracy of the treatment and potentially causing harm

to the patient [Keall et al., 2006; Tanter et al., 2007; Tzifa et al., 2010].

Recent advances in MR compatible materials and equipment now allow interventions

such as percutaneous cardiac interventions [Tzifa et al., 2010] and HIFU [Hynynen et al.,

1996] to be performed inside an MR scanner. MR-guidance has also been proposed for

radiotherapy [Stam et al., 2012; Raaymakers et al., 2009], but so far it has never been

performed on humans. In such interventions, in addition to the aforementioned problem of

target motion, essential intra-procedural imaging data are affected by respiratory motion.

An example of such images are temperature maps derived from MR phase images, which

are used for guiding HIFU treatments. Respiratory motion results in phase variations and

may lead to temperature artefacts [Köhler et al., 2011]. Both the problem of target motion

and the problem of imaging artefacts create the need for tools that can robustly estimate

3D motion from MR data. Similarly, hybrid systems such as PET-MR scanners [Zaidi and

Del Guerra, 2011] and hybrid MR linear accelerators [Stam et al., 2012] can greatly benefit

from motion estimations that can be derived from MR data.
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6.1.1 Motion Modelling

One solution to the problem of estimating respiratory motion is the use of a motion model,

in which the patient-specific breathing motion is learned before the treatment and used to

correct for respiratory motion during the treatment. As was discussed in detail in Section

3.3, motion models typically consist of three distinct stages:

1. Model Calibration: Acquisition of imaging and surrogate data and estimation of the

motion.

2. Model Formation: relating the motion estimations to the surrogate data.

3. Model Application: motion estimation during the treatment from the surrogate data

alone.

This traditional motion model paradigm is also outlined in Figure 6.1a.

An underlying assumption of the majority of traditional motion models is that the

nature of the relationship between the surrogate data and the motion (i.e. the correspon-

dence model) remains constant. However, for long treatment durations it is possible for

the breathing motion to undergo significant changes, for example due to varying degrees of

relaxation of the patient during the procedure, because of pain or discomfort experienced

[King et al., 2012; Hoogeman et al., 2009] or because of organ drift [Arnold et al., 2011]. In

the traditional motion model paradigm the model is formed before the treatment and has

no ability to adapt to changing breathing patterns.

In response to this problem, a small number of papers have proposed adaptive motion

modelling techniques, which were discussed in Section 3.3.3. These systems are always

characterised by the availability of the calibration imaging data also during the treatment,

e.g. tumour locations in fluoroscopy-guided radiotherapy [Schweikard et al., 2000], or MR

data in PET/MR acquisitions [King et al., 2012]. Most of these methods require rebuilding

of the motion model periodically based on new imaging data, i.e. by repeating steps 1) and

2) in Fig. 6.1a.

To the best of my knowledge, the only motion modelling technique which has the po-

tential to automatically adapt to new breathing patterns without the need to recalibrate

the model was proposed by Isaksson et al. [2005] for radiotherapy. However, the objective

of that work was to track a single point of interest (i.e. the tumour). In this chapter,

an autoadaptive motion modelling technique is proposed which can be used to obtain full

motion estimates in the thorax and abdomen. This is achieved by altering the traditional

motion model paradigm as shown in Fig. 6.1b. In the proposed framework the data ac-

quired during the model calibration and application stages are of the same type, but are

only required to contain partial motion information. In particular, motion fields estimated
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(a) Traditional subject-specific motion model

(b) The proposed autoadaptive motion model

Figure 6.1: Schematic representation of (a) the traditional subject-specific motion model
paradigm and (b) the autoadaptive subject-specific motion model allowing for continuous
adaptivity to changing breathing patterns. The red arrow indicates the proposed change to
the motion model paradigm allowing for new surrogate/calibration data to be incorporated
into the motion model without interrupting the application phase. In this new paradigm the
model is initially formed pre-treatment, but is updated continually during the treatment.

from 2D MR slices are used both to form the 3D motion model, and as surrogate data to

apply it. This allows the surrogate data acquired in the application phase to be fed back

into the model formation phase as the treatment goes on, allowing a continuous updating

of the model by partial motion information. In Fig. 6.1b this update process is indicated

by the red feedback arrow.

In the following it is demonstrated how such a motion model can be implemented using

manifold alignment. In particular, the SGA technique, which was proposed in the previous

Chapter, is extended to build an autoadaptive motion model from multiple 2D motion

fields derived from 2D MR slices acquired at different anatomical positions. These 2D

motion fields can then be combined to estimate full 3D motion in the thorax. To allow this,

significant changes to the original SGA methodology were necessary:
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• Manifold alignment was applied to dense 2D motion fields rather than the image

intensities.

• Because through-plane motion can cause significant registration artefacts in coronal

slices, predominately sagittal 2D MR slices were chosen as the calibration data. How-

ever, SGA is not robust to only sagittal input slices. Therefore, the method was

extended to use slices of both coronal and sagittal orientations.

• In order to estimate motion at points where the respiratory pattern was not yet

sufficiently sampled, a new interpolation strategy was developed.

The remainder of this Chapter is structured as follows. In Section 6.2 it will be shown

how SGA can be extended to be robustly applied as an autoadaptive motion model. In

Section 6.3 the technique will be evaluated on synthetic and real data. Finally, Section 6.4

contains the discussion.

This work was presented in Baumgartner et al. [2014b] in a preliminary form. A journal

submission covering most of the material in this Chapter is currently under review.

6.2 Materials and Methods

SGA was originally proposed for coronal input slices, since the anatomy changes less from

slice position to slice position in this plane. In the motion modelling context, however, it is

essential that the input data captures as much of the motion as possible. It is well known

that respiratory motion is largest in the S-I and A-P directions (see Chapter 2). In order

to capture the majority of respiratory motion and avoid through-plane motion artefacts,

in this Chapter sagittal input slices were used. Unfortunately, SGA as described in the

previous chapter is not robust to sagittal input slices, because respiratory information often

gets lost while propagating from group to group through the body centre, where anatomy

changes rapidly from slice position to slice position and there is less respiratory motion.

Therefore, here the technique is extended to additionally incorporate data acquired from a

single coronal slice position to aid this transition through the body centre.

In the following the proposed autoadaptive motion modelling approach is outlined by

following the three motion modelling stages. First it is shown how sagittal and coronal

input slices are acquired and 2D motion estimates are derived. Next, the extension of SGA

to use motion fields, rather than images is discussed, and it is shown how different slice

orientations are incorporated into the model. Lastly, it is shown how the model can be

updated during a treatment in the application phase, and how this leads to continuous

adaptivity.
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6.2.1 Calibration Scan

Similar to the acquisition scheme in Chapter 5, the entire region of interest (i.e. the entire

thorax) is divided into adjacent slice positions S1, . . . ,SL each spanning 8 mm. The two

differences with respect to the protocol described in Section 5.2.1 are that (1) the slice

orientation is sagittal, and (2) the slice positions are not overlapping in order to speed up

the acquisition. Additionally, data is acquired from one coronal slice position C to help

the proposed algorithm with the propagation of respiratory information between distant

sagittal slices. A schematic of the slice positions is shown in Fig. 6.2. The coronal slice is

chosen such that it coincides with the dome of the left hemi-diaphragm in order to maximise

the amount of captured respiratory motion.

Figure 6.2: Schematic of group connections through simultaneous manifold embeddings.
Motion fields from neighbouring and orthogonal slices can be embedded simultaneously
using appropriate similarity kernels, leading to aligned embeddings. Two close-up views
of aligned manifold embeddings, originating from a dataset with 50 motion fields per slice
position, are shown on the right.

2D images bip are acquired from these slice positions in a slice-by-slice fashion, iterating

through the slice positions, first the sagittals then the coronal, until each slice position

is covered τp times. As before, only one slice is acquired per heart beat at systole in

order to isolate the respiratory motion and maximise the contrast of the input slices. The

acquisitions were carried out on a Philips Achieva 3T MR scanner using a T1-weighted

gradient echo sequence with an acquired in-plane image resolution of 1.4 × 1.4 mm2 and

a slice thickness of 8 mm. To cover the entire thorax typically around 30 sagittal slice

positions were needed. Additionally, exhale slices b
(exh)
p were acquired using the same slice-

by-slice protocol in a scan consisting of two consecutive breath-holds. The volunteers were
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instructed to try and reproduce the same exhale position as best as they could. Lastly, a

1D pencil beam navigator was acquired immediately before each dynamic image solely for

the purpose of validating the method.

In the next step, 2D motion fields cip are derived for each slice position by registering

each of the τp 2D images bip to the corresponding slice b
(exh)
p from the exhale breath-hold

image. The NiftyReg implementation [Modat et al., 2010] of a non-rigid B-spline registra-

tion algorithm [Rueckert et al., 1999] with 3 hierarchy levels, a final grid spacing of 15 mm

in each direction and no bending energy penalty term is used. The vectorised motion fields

cip derived from the slice positions Sp and C, respectively, form the datasets X(p,sag) and

X(cor).

6.2.2 Motion Model Formation

A groupwise embedding of all the motion data acquired during the calibration phase can

be viewed as a surrogate-driven motion model as it contains all respiratory information

collected during the calibration and can be applied using new 2D motion information as

the surrogate data, as will be explained in Section 6.2.3. Thus, in order to form the motion

model an embedding of all the sagittal and coronal slices acquired during the calibration

phase is performed in groups of two as described in Sections 4.3 and 5.2.2.

In order to embed the motion data derived from sagittal and coronal motion fields, two

significant methodological novelties need to be introduced. First, new similarity kernels of

the form described in Eq. (4.8) are needed with which motion fields of slices with the same

as well as slices with different orientations can be compared. In particular, appropriate

distance functions ε(·, ·) need to be defined for both of these cases. Secondly, a new propa-

gation scheme is needed which allows respiratory information to propagate across the body

centre.

Distance Functions for Neighbouring Slices of the Same Orientation

The choice for neighbouring sagittal motion data is related to the registration based simi-

larity kernel proposed in the previous chapter in Section 5.2.3 for coronal images. Here it

is adapted to motion fields. For two neighbouring slice positions Sp and Sq the distance of

data points xi(p,sag) and xj(q,sag) is assessed based on the L2-distance of the corresponding

motion fields ci(p,sag) and cj(q,sag). In order to account for the changes in anatomy between

sagittal slices, one of the motion fields is transformed into the coordinate system of the

other using transformations Tq 7→p, Tp 7→q which are obtained by registering the breath-hold

slices b
(exh)
(p,sag) to b

(exh)
(q,sag), and vice versa, and then correcting them for non-translational ef-
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fects using the method proposed in Rao et al. [2002]1. As before in Chapter 5, to increase

robustness, the results of the comparisons in the spaces of slice positions Sp and Sq are

averaged. The final distance measure is defined as

εneighb.(x
i
(p,sag), x

j
(q,sag)) =

1

2
L2(ci(q,sag), Tp 7→q(c

j
(p,sag))) +

1

2
L2(ci(p,sag), Tq 7→p(c

j
(q,sag))).

(6.1)

In Chapter 5 it was shown that including the transformations Tq 7→p, Tp 7→q significantly

improves the matching accuracy compared to the simple L2-distance between images. Since

the changes from sagittal slice position to sagittal slice position can be even larger than

for coronal slices it is expected that this effect will be more pronounced for slices of this

orientation.

Distance Function for Slices with Different Orientation

To define a distance function for two slices acquired from a sagittal slice position Sp and a

coronal slice position C, the fact is used that such slices have an overlap and thus visualise

the same anatomy in the overlapping region as is illustrated in the example in Fig. 6.3a.

Motion estimates derived from two such slices share the S-I motion component along the

slice overlap. If qi(p,sag) is the S-I motion in the overlapping region originating from the

i-th acquired sagittal slice at Sp and qj(cor) the motion originating from the j-th acquired

coronal slice, the similarity function is defined as

εorthog.(x
i
(p,sag), x

j
(cor)) = L2(qi(p,sag), q

j
(cor)). (6.2)

To illustrate this, examples of S-I line motions qi(p,sag) and qj(cor) originating from sagittal

and coronal slices are shown in Fig. 6.3b. The left hand side shows S-I motion extracted

along the intersection (highlighted in Fig. 6.3a) from a coronal slice and the curves on the

right hand side show two example S-I motions extracted from the same region from the

sagittal slice position. The blue curve shows a good match in respiratory position of the

sagittal to the coronal slice and will lead to a low distance in Eq. (6.2). Conversely, the

motion in the sagittal slice from which the red curve was extracted has a higher distance

to the coronal slice motion and thus corresponds to a different respiratory state.

1Note that the registrations between slice positions of the breath-hold volumes only have to performed
once for the model formation, but not during the model application.
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(a) Intersection of two slices (b) Motion along the intersection

Figure 6.3: Derivation of similarity kernel based on motion in slice overlap. (a) Illustra-
tion of the overlap of two orthogonal slices, (b) S-I motion components derived from the
overlapping area from a coronal (left) and sagittal (right) slice position. Two possible S-I
motion components originating from the sagittal slice are shown: One that is similar to the
one derived from the coronal slice (blue) and hence corresponds to a similar motion state,
and one that is dissimilar (red) and consequently corresponds to a different motion state.

Group Connectivity and Propagation of Respiratory Information

By using the distance measures defined in Eqs. (6.1) and (6.2) it is now possible to simulta-

neously embed any two neighbouring sagittal slice positions Sp and Sq and any overlapping

sagittal and coronal slice positions Sp and C. This is achieved by converting the distances

into similarities using Eq. (4.8) and then solving the general optimisation in Eq. (4.9) to

obtain an embedding.

This allows a manifold embedding to be performed using data from all acquired slice

positions in overlapping groups of two. The groups are formed as follows: all neighbouring

sagittal slice positions embedded in overlapping groups, and additionally the data from each

sagittal slice position is embedded together with the data from the coronal slice position.

This is illustrated in Fig. 6.2. By embedding the data in this way, the 2D motion fields

from all slice positions are embedded in three groups, with the exception of S1 and SL
which don’t have a left-hand or right-hand neighbour, respectively. For example, data from

slice position S3 is embedded in the groups G(S2,S3), G(S3,S4) and G(S3, C).
Note that the data within each group are aligned, as is illustrated by the the close-up

views of G(S1, C) and G(S2,S3) in Fig. 6.2.

As opposed to the SGA approach from the previous chapter, there now no longer is just

one path from each slice position to each other slice position. Rather, the different slice

positions are now connected by a network of groups as is illustrated in Fig. 6.4.
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This is a crucial element of the proposed technique which allows propagation of respira-

tory information in the form of low-dimensional embedded coordinates from slice position

to slice position without having to go through difficult areas such as the body centre where

there are larger anatomical differences between adjacent slices.

In the following section it will be shown how low-dimensional coordinates obtained from

a 2D input motion field can be propagated to all slice positions.

6.2.3 Model Updating and Adaptivity

After the calibration scan and model formation phase the model is ready to be applied.

During the application phase slices can be acquired in the same slice-by-slice fashion as

described in Section 6.2.1. That means that each input image is acquired at a different

slice position and can have sagittal or coronal orientation.

From each of these slices a new 2D motion estimate can be derived and embedded in the

groups containing data from this slice position. This then allows reconstruction of a pseudo

3D motion estimate by looking up corresponding 2D motions from all other slice positions.

Note that the resulting 3D motion fields will lack the R-L motion component. The new 2D

motion, as well as being used as the surrogate input to the motion model, is retained in the

manifold embeddings of the appropriate groups. This leads to the desired autoadaptivity.

Each of these steps will be explained in detail below. The process is illustrated using the

example shown in Fig. 6.4.

Obtaining a 2D Update Motion Estimate

In a first step, the most recently acquired image b
(new)
p is registered in 2D to the corre-

sponding breath-hold exhale slice b
(exh)
p in order to form the current updated motion field

c
(new)
p . That is, the motion field c

(new)
p obtained in this way acts as the surrogate data

for the motion model application. The same registration parameters as in the initial cal-

ibration are used (see Section 6.2.1). On a workstation with 8 cores clocked at 2.7 GHz

this operation took around 500 ms. In the example in Fig. 6.4, it is assumed that the

newest slice is acquired at slice position S2, which is highlighted in yellow. Note that only

the registrations from b
(new)
p to b

(exh)
p have to be performed during the application phase.

The registrations across slice positions (i.e. b
(exh)
p to b

(exh)
q ), which are required for the

registration based similarity kernel described in Section 6.2.2, only need to be performed

once during the model formation.

Obtaining Corresponding 2D Motion Fields for All Slice Positions

In order to estimate 3D motion from partial motion information provided by the single

input 2D motion field c
(new)
p , the motion from the newly acquired slice must be related
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Figure 6.4: Schematic of the connection of slice positions by means of pairwise embedding
and propagation of respiratory information through the manifolds. Assuming a new input
slice at S2, the neighbouring groups can be directly updated as indicated by the squares
with yellow background. Then, through a combination of nearest neighbour searches (dot-
ted arrows) and group transitions based on shared data (solid arrows), low-dimensional
coordinates which correspond to the respiratory state can be propagated to all remaining
slice positions.

to that from all other slice positions. First, all groups which contain data from the slice

position at which the new slice is acquired must be recalculated. If, as in the example in

Fig. 6.4, the current update slice is acquired at slice position S2, the groups G(S1,S2),
G(S2,S3) and G(S2, C) must be re-evaluated. To achieve this the dataset X2 is simply

augmented by the new entry and the respective embeddings are recalculated. Updating

just a few groups is very fast and on average took less than 100 ms in a single threaded

MATLAB implementation.

As is shown in Fig. 6.4, the new motion field now has a corresponding low-dimensional

point in each of the low-dimensional embeddings which include dataset X2. These points

are highlighted by squares with yellow backgrounds in Fig. 6.4. The coordinates of these

low-dimensional embedded points are propagated from group to group following the shortest

path, i.e. using the path requiring the fewest group transitions. This is done by making

use of the fact that the groups share datasets, and that the datasets within a group are

aligned. This effectively means that neighbouring slices are updated through the sagittal-to-

sagittal groups and further away sagittal slice positions are connected through the coronal

slice. Other methods for choosing the update paths taking into account the quality of
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the embedding were also investigated and may lead to small improvements. However, the

improvements gained may not justify the additional complexity.

Following the example in Figure 6.4, first the nearest neighbours of low-dimensional

points corresponding to data from S1, S3 and C are found in the respective groups. The

nearest neighbour operation is indicated by the dotted arrows in Fig. 6.4 and the nearest

points are indicated by circles. The high-dimensional motion fields corresponding to the

circled points in G(S1,S2) and G(S2,S3) are at the same respiratory position as the input

slice. Note that in the example in Fig. 6.4, only one nearest neighbour is shown per slice

position. In reality κ nearest neighbours are identified at this stage and the corresponding

2D motion fields are interpolated. This is described in more detail in the following section.

Next, motion fields from all other sagittal slice positions are chosen by using the coronal

slice. The nearest low-dimensional neighbour of the input point in group G(S2, C) can then

be transported to all other groups containing the coronal slice because that same point exists

in all other groups. Note that only the closest neighbour is transported across groups. From

there the corresponding points from the sagittal motion datasets are again found by looking

up the κ nearest neighbours.

At the end of this process κ 2D motion fields have been identified for each slice position.

In the following section, it will be described how these 2D motion fields can be combined

to arrive at an interpolated motion estimate for each slice position, and how these partial

2D motion estimates can then be stacked into a full pseudo 3D motion field.

Interpolating Motion Fields on the Manifold and 3D Reconstruction

If the motion model has not yet fully sampled all the possible motion states of the new

breathing pattern, it is important that it has the ability to interpolate between the motion

states which are already there.

In order to estimate the 2D motion field for a slice position, κ nearest neighbours are

identified for each slice position as described in the previous section. The estimated motion

field is then given as a weighted average of the κ motion fields corresponding to those

nearest neighbours. That is, the estimated motion field for a slice position q is given by

c(est)q =

∑
i∈η(yjp) sic

i
q∑

i∈η(yjp) si
, (6.3)

where η(yjp) are the κ nearest neighbours on the manifold of slice position q to the low-

dimensional point yjp from a slice position p which is sharing a group with q. Furthermore,

si = 1
ωi

, where ωi is distance of each neighbour to yjp in the manifold embedding. This

process is illustrated in the close-up of G(S2,S3) which is shown in Figure 6.5.

The c
(est)
p for all sagittal slice positions S1, . . . ,SL are then stacked into a pseudo 3D
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Figure 6.5: Close-up view of the right-hand side of group G(S2,S3) in Figure 6.4. Here
p = S2 and q = S3. In addition to the nearest neighbour in the manifold embedding yip
(blue dot in solid circle), the figure shows the other κ− 1 nearest neighbours (blue dots in
dotted circles), the original point belonging to the manifold of S2, i.e. yjq (red dot in yellow
box), and the distances ωi from which the similarities si are derived. The similarities are
then used to form a weighted average of the corresponding motion fields.

motion field, i.e. a dense 3D motion field lacking the R-L component. This 3D motion

estimate is the output of the motion model given the 2D surrogate image b
(new)
p as input.

Note that the coronal motion field from slice position C is currently only used for the

propagation of manifold coordinates but not for the reconstruction. This means the motion

field from the coronal slice position will not be part of the volume.

Updating the Model and Adaptivity

The mechanism of embedding the new slice motion field (i.e. the motion model surrogate

data) into the corresponding groups automatically updates the model. The new motion

fields, after being used to stack a 3D motion field, stay in the model and may be used

themselves in the future for new motion estimations.

In this manner, as the application phase goes on, more and more data is added to the

model making it adaptive. In the case of respiratory drift or changes in the breathing

pattern the model does not lose its validity but rather incorporates these new motion

patterns.

6.3 Experiments and Results

In order to validate the proposed autoadaptive motion model (AAMM) technique it was

compared to two versions of the method, each with one of the major novelties removed:

AAMM without the autoadaptivity, and AAMM without the incorporation of slices of

different orientations in the groupwise manifold alignment step. That is, the following

techniques were compared:
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• AAMM: The proposed autoadaptive motion modelling method as described in Section

6.2.

• AAMM (no adapt.): The proposed method without the adaptivity. This means that

after each update step the most recently added 2D motion field was discarded and

not incorporated into the model.

• SGA: The proposed AAMM method but without using the coronal input slices. Es-

sentially, this is the SGA.REG technique extended to use sagittal motion fields instead

of coronal images. The adaptivity was implemented in exactly the same way as for

AAMM with the sole exception that there were no coronal input slices.

The experiments in this section aim to answer the following main research questions:

1. How does autoadaptivity affect the motion estimates after a short calibration phase

with a constant breathing pattern?

2. Can the autoadaptive motion model adapt to a previously unseen breathing pattern?

In order to pursue these questions the three methods described above are evaluated on

synthetic data derived from 6 volunteer scans and on real data acquired from 4 volunteers.

In Experiment 1 (Section 6.3.2), synthetic data representing normal free breathing is gen-

erated to answer the first research question. In Experiment 2 (Section 6.3.3), additionally,

synthetic data which corresponds to a deep breathing pattern is generated in order to in-

vestigate the second of the above questions. Lastly, in Experiment 3, the algorithms are

evaluated on real volunteer scans acquired over 20 minutes. Using this data it is investi-

gated how the methods respond to natural, gradual changes to breathing pattern which

may not have been observed during model calibration.

Note that no comparison of AAMM to any other state-of-the-art motion modelling

techniques was performed. All motion models from the literature follow the traditional

motion modelling paradigm (see Fig. 6.1) and could not be built using the 2D slice-by-slice

data used in this work. Thus an evaluation on equal terms was not feasible.

6.3.1 Parameter Choices

The free parameters of the investigated techniques were chosen based on the findings in

Chapter 5 for SGA. Hence, here the following parameters were chosen for all of the methods:

σ = 0.5, µ = 0.25, d = 3. The parameter κ from Eq. (6.3), i.e. the number of nearest

neighbours to use for the motion field estimation, was set to κ = 3.

The number of 2D motion fields increased steadily as the model was applied. Conse-

quently, the neighbourhood size in the LLE cost function k was continually adapted to the
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current data size. That is, after calibrating the model and upon adding an additional 2D

motion field, k was set to

k = round(2τp/3),

where τp is the number of 2D motion fields per slice position currently part of the respective

groups.

6.3.2 Experiment 1: Synthetic Training Adaptivity

To quantitatively assess the proposed method in the presence of an approximately constant

breathing pattern, very realistic synthetic 2D motion fields were generated by mimicking

an actual slice-by-slice acquisition process. In this section, the generation was based on

a 50 second dynamic 3D MR scan conducted under normal free breathing. The method

for generating the data is described in detail in Appendix B.3. The final synthetic data is

of the same form as the real data which results from the acquisition described in Section

6.2.1, and consists of 50 realistic motion fields per sagittal and coronal slice position. In

addition, each of the slices is associated with a unique full 3D ground-truth motion field

(including the S-I, A-P and R-L motion components). Note, that the resulting data mimics

an acquisition of around 20-25 minutes. However, it can only reflect breathing patterns

observed in the 50 second dynamic 3D MR scan. The extent of the respiratory motion

was similar for the synthetic datasets of all volunteers. The average motion extent of the

ground truth motion fields over all volunteers was 2.97 mm on average. The minimum

average motion was 2.07 mm (volunteer C) and the maximum average motion was 3.71 mm

(volunteer B). On average R-L motion accounted for 15.85% of the total motion, and the

A-P and S-I accounted for 20.44% and 63.71%, respectively.

The motion estimation accuracy was quantitatively assessed using the three compared

models on the synthetic slice-by-slice data. Each of the three stages of motion modelling

shown in Fig. 6.1 was performed, i.e. model calibration, model formation and model

application. The synthetic data generation as described in Appendix B.3 can be seen as a

synthetic model calibration stage yielding slice-by-slice motion fields. In the next step, the

model was formed by embedding a subset of the synthetic data using the three compared

methods. 10 slices from each slice position were used for the initial formation of the model.

Obtaining this amount of data in a real scan would take approximately 5 minutes. The

motion model was then applied by continually adding all remaining slices one after the

other, and at each time step evaluating the accuracy of the estimated motion against the

3D ground-truth motion field corresponding to the newest update slice.

In Fig. 6.6, the resulting motion estimation error curves are shown for all of the volun-

teers during a synthetic application phase. The evolution of the errors is shown over the

duration of the application phase, which is the time it would take to acquire and add the
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remaining slices in a real scenario. Here, an acquisition frequency of one slice per second

was assumed which corresponds to a heart rate of 60 beats per minute. Each point in Fig.

6.6 represents the mean error obtained over a time interval of 2L update slices, where L

is the number of slice positions in the region of interest. That means the time interval is

equal to the time taken to acquire each slice position twice.

In order to quantitatively evaluate the 3D motion estimation errors and the adaptivity

of the compared techniques, the application phase was split into 5 time periods T1, . . . , T5,

of equal length. Those are highlighted in Fig. 6.6. In Table 6.1 the mean 3D motion

estimation errors in the corresponding time intervals are summarised for the three methods

and for all 6 volunteers.

Table 6.1: Results of synthetic validation on normal breathing data. The table shows
average 3D motion estimation errors in mm obtained by each of the investigated techniques
compared to the ground-truth 3D motion fields.

Volunteer Method T1 T2 T3 T4 T5
mm mm mm mm mm

A SGA 1.97 1.68 1.59 1.56 1.52
AAMM (no adapt.) 1.65 1.66 1.68 1.70 1.74
AAMM 1.51 1.38 1.37 1.32 1.34

B SGA 2.34 2.01 1.91 1.88 1.68
AAMM (no adapt.) 2.03 1.99 2.06 2.08 1.94
AAMM 1.90 1.66 1.63 1.59 1.40

C SGA 1.43 1.33 1.22 1.37 1.15
AAMM (no adapt.) 1.28 1.35 1.20 1.37 1.26
AAMM 1.25 1.18 1.05 1.17 1.05

D SGA 1.80 1.38 1.33 1.11 1.18
AAMM (no adapt.) 1.56 1.39 1.45 1.39 1.52
AAMM 1.42 1.11 1.15 1.04 1.11

E SGA 1.89 1.67 1.58 1.44 1.28
AAMM (no adapt.) 1.72 1.73 1.68 1.78 1.68
AAMM 1.60 1.38 1.33 1.21 1.18

F SGA 2.20 1.75 1.74 1.63 1.59
AAMM (no adapt.) 2.05 1.73 1.90 1.79 1.93
AAMM 1.79 1.47 1.51 1.35 1.44

For all volunteers the AAMM technique significantly outperformed the other two meth-

ods in all of the intervals as can be seen in Table 6.1, and also by comparing to the error

curves shown in Fig. 6.6. Significance was assessed using a 1-tailed Wilcoxon signed rank

test as in the previous Chapter. The estimation errors for AAMM and its non-adaptive

counterpart, AAMM (no adapt.), were similar in the beginning of the application phase,

but as anticipated, as the application phase went on, the AAMM technique continually

improved its accuracy by incorporating more and more data into the model. On average
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(a) Volunteer A
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(b) Volunteer B

0 2 4 6 8 10 12 14 16

1

1.1

1.2

1.3

1.4

1.5

1.6

T
1

T
2

T
3

T
4

T
5

Time (minutes)

E
st

im
at

io
n 

er
ro

r 
(m

m
)

(c) Volunteer C
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(d) Volunteer D
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(e) Volunteer E
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(f) Volunteer F

Figure 6.6: Average 3D motion estimation errors in mm for all volunteers over the entire
duration of the synthetic application phase for normal breathing data.

the motion estimation of AAMM improved by 22.94% in T5 with respect to its non-adaptive

counterpart. However, significant improvements of 16.87% on average were already reached

in T2, i.e. after approximately 3 to 7 minutes of treatment. By visually inspecting the

curves for AAMM in Fig. 6.6 it can be seen that for many of volunteers (in particular

volunteers A, D, E, and F) the error curves start to saturate approximately around the

7 minute mark. From this it can be concluded that a longer calibration scan of around
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12 minutes would be optimal, that is the 5 minutes that were used for calibration in this

experiment plus 7 minutes worth of data added during the application phase.

The AAMM technique also consistently performed better than SGA, i.e. the version

without coronal slices. This shows that the addition of data from a coronal slice position

in the manifold alignment step improves the 3D motion estimation accuracy.

A fraction of the remaining errors was due to the fact that the technique currently

cannot estimate R-L motion. In this experiment on synthetic data the R-L motion was

responsible for on average 46.53% of the error of the AAMM technique, or on average

0.63 mm.

Note that the error curves did not necessarily steadily decrease over the entire period of

time, but exhibited some variations usually affecting all methods equally. See for example

T3 and T4 of volunteer C (Fig. 6.6c). The motion estimation error tends to be smaller for

exhale motion states than for inhale motion states, since the motions involved are smaller.

The variations in the error can be explained by differences in the frequency of occurrence

of exhale or inhale states. For example, there were a large amount of inhale motion states

around the 11 minute mark of volunteer C, and a large amount of exhale states around

the 9 minute mark. The variations in the error between volunteers can be explained by

the fact that the synthetic data was derived from real volunteer scans and some volunteers

naturally had larger or more complicated motion patterns.

6.3.3 Experiment 2: Synthetic Adaptivity to New Breathing Pattern

In Experiment 1, it was investigated how the autoadaptive technique behaves if more data

of the same breathing pattern is added. However, the data used in that experiment does

not reflect any of the long term changes which may occur in real data, such as drift or

changes in breathing mode. In order to investigate if the model can adapt to previously

unseen breathing patterns, for this experiment, a second synthetic dataset was generated

using the same methodology as above (described in Appendix B.3), but using a 50 second

dynamic 3D MR scan performed under deep breathing as input. That scan was performed

immediately after the 50 second free breathing scan, but the volunteers were instructed to

take deep quiet breaths. For all volunteers this resulted in synthetic data with significantly

longer respiratory cycles and significantly larger displacements of the anatomy. The average

magnitude of ground truth motion over all volunteers was 9.22 mm. However, the magnitude

of the displacements varied significantly from volunteer to volunteer with a minimum of

4.59 mm (volunteer C) and a maximum of 13.48 mm (volunteer F). On average R-L motion

accounted for 17.59% of the total motion, and the A-P and S-I accounted for 23.76% and

58.65%, respectively.

In order to investigate how the examined methods would react to this new deep breath-



Chapter 6. Autoadaptive Motion Modelling 107

ing pattern, in a first step the models were calibrated and formed by using all time points of

the normal breathing data. This means that the models had largely adapted to the normal

breathing pattern. Note that the state of the models was the same as for the last time point

of the AAMM technique in Figure 6.6. In a next step, the motion models were applied

using the synthetic deep breathing data. That is, the 2D deep breathing motion fields were

added to the model one-by-one, and the motion estimation error was evaluated exactly as

in Experiment 1. The resulting error curves are shown in Figure 6.7, where each point

corresponds to an average over 2L motion estimates. In order to assess the performance of

the models quantitatively, the errors for each subject were averaged within 5 time intervals

of equal length. Those errors are presented in Table 6.2 for all volunteers.

Table 6.2: Results of synthetic validation on deep breathing data. Average 3D motion
estimation errors in mm obtained with each of the investigated techniques compared to the
ground-truth 3D motion fields.

Volunteer Method T1 T2 T3 T4 T5
mm mm mm mm mm

A SGA 4.23 4.01 3.86 4.00 4.07
AAMM (no adapt.) 4.43 4.51 4.48 4.48 4.56
AAMM 3.90 3.73 3.53 3.55 3.65

B SGA 6.82 6.32 6.41 6.59 6.51
AAMM (no adapt.) 7.47 7.35 7.70 7.69 7.46
AAMM 6.32 5.55 5.67 5.82 6.32

C SGA 3.15 2.88 2.86 2.74 2.61
AAMM (no adapt.) 3.09 3.10 3.23 3.13 3.08
AAMM 2.78 2.52 2.55 2.38 2.31

D SGA 9.69 8.89 8.77 7.88 8.62
AAMM (no adapt.) 11.61 11.85 11.75 10.15 11.94
AAMM 8.84 7.56 7.57 6.54 7.56

E SGA 6.33 5.88 5.72 5.45 5.59
AAMM (no adapt.) 6.26 6.44 6.54 6.51 6.32
AAMM 5.83 5.16 4.94 4.66 4.61

F SGA 9.94 8.24 8.57 8.73 8.91
AAMM (no adapt.) 11.34 9.67 11.32 11.41 11.71
AAMM 9.17 7.33 8.21 8.05 8.13

As before the AAMM method significantly outperformed the two other techniques for all

volunteers and for all time intervals as can been seen by comparing the error curves in Figure

6.7, and the error figures in Table 6.2. As expected, the estimation errors for AAMM and its

non-adaptive counterpart AAMM (no adapt.) started at similar values in T1, but AAMM

led to improved motion estimates the more data of the new breathing type was added to

the model. Already in time-interval T2, AAMM led to significant average improvements of

21.45% over AAMM (no adapt.) In T5, the average improvements amounted to 27.10%. As
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(c) Volunteer C
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(d) Volunteer D
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(f) Volunteer F

Figure 6.7: Average 3D motion estimation errors in mm for all volunteers over the entire
duration of the synthetic application phase when the breathing type was changed to deep
breathing. The entire interval shown contains only deep breathing.

before AAMM also performed significantly better than the SGA technique, which is due to

the additional robustness added by the coronal slice employed in the AAMM technique.

For all examined methods the motion estimation errors were significantly larger for the

deep breathing pattern than for the normal breathing pattern in Experiment 1. This is due

to the fact that the deep breathing data contained much larger motion amplitudes. The

variations between the subjects are due to the fact that the extent of the deep breathing



Chapter 6. Autoadaptive Motion Modelling 109

motion varied from volunteer to volunteer. The average error over all subjects due to the

missing motion estimates in the R-L direction amounted to 42.15% of the motion estimation

error of AAMM, or 2.28 mm.

6.3.4 Experiment 3: Adaptivity on Real Data

For the experiments on real data real dynamic slice-by-slice data and a slice-by-slice breath-

hold volume were acquired as described in Section 6.2.1. In order to validate the model, the

data for the calibration and model formation, and for the model application were acquired

in one long scan. Overall, each slice position was acquired 40 times which typically resulted

in an approximately 20 minute scan. Additionally, a 1D pencil beam navigator signal was

acquired from the left hemi-diaphragm immediately before the acquisition of each 2D slice,

which was used to validate the accuracy of the motion estimations, but was not used not

for any part of the motion modelling framework.

As in Experiment 1, the three models were formed on the motion fields derived from the

first 10 slices acquired from each slice position, which corresponds to a calibration phase

of 5 minutes. During the model application phase, the remainder of the slices were added

one by one and a 3D motion field was estimated for each of the input slices. Because for

the real data no ground-truth motion was available, instead, the slice-by-slice breath-hold

volume was transformed using each estimated 3D motion field and a 1D navigator value was

extracted from a rectangular region of interest on the dome of the left hemi-diaphragm, i.e.

approximately the same location from which the real pencil beam navigator was acquired.

Given a perfect motion estimation this navigator signal should be strongly correlated with

the pencil beam navigator. In reality, however, this correlation depends on the accuracy of

the estimated 3D motion.

In order to assess the adaptivity of the compared methods, the normalised cross correla-

tion (NCC) of the estimated navigator signal with the pencil beam navigator was measured

over fixed intervals. In Fig. 6.8 the progression of this correlation for all four volunteers is

shown. For a robust estimation of the NCC, time intervals of 2L were chosen to calculate

each error point.

As for the synthetic data the entire application phase was divided into 5 larger time

intervals T1, . . . , T5. In Table 6.3 the NCC between the pencil beam navigator and the

retrospectively derived navigator signal is reported for all volunteers over the entire duration

of these periods.

AAMM outperformed the other two methods for most time intervals. Furthermore, as

for the synthetic data, it could again be observed that the motion estimation accuracy, as

measured by NCC, improved over the duration of the application phase. Note that the

data in this experiment was derived from a relatively long scan, where natural changes in
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(b) Volunteer II
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Figure 6.8: NCC of pencil beam navigator with a navigator signal derived from a volume
deformed using a 3D motion estimation provided by each of the three investigated methods
over time.

Table 6.3: NCC of a pencil beam navigator and a navigator signal derived from a volume
deformed using a 3D motion estimation provided by each of the three investigated methods.
The results are shown over the five time intervals indicated in Fig. 6.8.

Volunteer Method T1 T2 T3 T4 T5
I SGA 0.15 −0.08 −0.08 −0.06 0.05

AAMM (no adapt.) 0.26 0.25 0.29 0.24 0.35
AAMM 0.19 0.49 0.83 0.85 0.83

II SGA −0.01 −0.07 0.06 0.04 −0.06
AAMM (no adapt.) 0.16 0.17 0.09 0.05 0.42
AAMM 0.36 0.75 0.56 0.41 0.86

III SGA 0.05 0.19 0.18 0.08 −0.10
AAMM (no adapt.) 0.55 0.54 0.50 0.32 0.31
AAMM 0.67 0.85 0.85 0.81 0.84

IV SGA −0.01 0.09 0.04 0.07 −0.09
AAMM (no adapt.) 0.32 0.45 0.31 0.32 0.35
AAMM 0.33 0.48 0.55 0.40 0.69
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respiration patterns are very likely to happen due to relaxation or, occasionally, due to the

volunteer falling asleep in the scanner. It can be observed that motion estimation accuracy

sometimes dropped due to such changes. For example, volunteer II (see Fig. 6.8b) started

taking deep breaths around T3, but then returned to his previous breathing pattern. Had

he continued breathing deeply presumably the model would had adapted to that pattern.

Note that for volunteer III the NCC quickly approaches its maximum for AAMM, but

continually decreases for its non-adaptive counterpart. By examining the original pencil

beam navigator signal shown in the top row of Fig. 6.9 it can be seen that the subject

exhibited a significant drift in their respiration base level throughout the imaging session.

By comparing this signal to the signals estimated by AAMM and AAMM (no adapt.) it

can be observed that AAMM manages to follow this drift whilst AAMM (no adapt.) cannot

adapt its range of motion estimations.
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Figure 6.9: Example of the pencil beam navigator signal acquired for validation for volunteer
III (top row) and navigator estimations produced by AAMM (no adapt.) (middle row)
and AAMM (bottom row). The original pencil beam navigator is underlaid in grey for
comparison. The entire time interval is shown including the approximately 5 minutes of
the calibration scan, and the approximately 15 minutes of model application. All signals
have been normalised using the mean and standard deviation such that the pencil beam
navigator signal and the estimated signals can be directly compared.
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As opposed to the synthetic experiments, here SGA consistently performed worse than

the other examined methods. It was found that on real data SGA was fundamentally not

robust to the sagittal input slices. It was observed that respiratory information often failed

to propagate through the body middle, that is for example, an input slice from the left

body half would often fail to properly estimate motion in the right body half and vice

versa. Incorporating data from coronal slice positions in the manifold alignment step of

AAMM effectively solved this problem.

6.4 Discussion

In this chapter, a novel motion modelling paradigm which enables accurate 3D motion

estimations over extended periods of time in the scenario of MR-guided interventions was

proposed. This is achieved by using partial motion information, i.e. 2D motion fields

estimated from MR slices, to form as well as to apply the motion model. The fact that the

calibration and surrogate data are of the same type inherently enables the proposed motion

model to automatically adapt to changing breathing patterns without the need to rebuild

the model during the application phase.

The vast majority of motion models in the literature cannot adapt to changing breathing

patterns and need to be rebuilt entirely if the correlation between the surrogate and the

motion data loses validity [McClelland et al., 2013]. A small number of papers such as

Schweikard et al. [2005] and King et al. [2012] proposed adaptive techniques which have the

ability to intermittently acquire small amounts of new calibration data during a treatment

and rebuild the model intra-procedure. However, none of the existing motion models in the

literature are able to continually adapt to changing patterns in the whole thorax such as

the proposed AAMM technique.

The autoadaptive motion model is implemented by extending the SGA technique pro-

posed in Chapter 5 to use 2D motion fields as input. This approach has two important

limitations: Through-plane motion may distort the motion estimations and motion in the

direction orthogonal to the slices cannot be estimated. Suh et al. [2008] have shown that

lung tumour motion due to respiration is largest in the S-I or A-P directions for the ma-

jority of patients. Park et al. [2012] found that liver tumour motion is smallest in the R-L

direction with a magnitude of 3.0 mm on average. In comparison, the average motions

in the S-I and A-P directions amount to 17.9 mm and 5.1 mm, respectively. Hence, in

order to minimise the effects of through-plane motion, the motion estimates were derived

from sagittal input slices. The large differences in the appearance of sagittal slices acquired

from different locations necessitated the incorporation of coronal images from a single slice

position. In order to combine sagittal and coronal data the methodology of SGA was

substantially extended to arrive at the proposed AAMM technique.
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The proposed method was validated on realistic synthetic and real data. The experi-

ments show that the autoadaptive motion model is able to improve its motion estimations

over time and can thus produce significantly better 3D motion estimations over the du-

ration of an MR-guided treatment compared to non-adaptive methods. Furthermore, the

experiments show that the incorporation of data from a single coronal slice position leads

to significant improvements in motion estimation. Note that the performance of AAMM

was not compared to traditional motion models from the literature. The presented method

follows an entirely novel motion modelling paradigm estimating 3D motion from partial

motion estimates and uses 2D MR data in all stages of the model. This is conceptually dif-

ferent from the classical surrogate-driven motion model paradigm where typically 3D MR

data would be acquired prior to the treatment along with some simpler surrogate signal.

Hence, it was not possible to compare against existing techniques using the same data.

The proposed method offers a new way of performing motion modelling. However, in

its current form it still suffers from some drawbacks. Currently the motion is estimated

only from sagittal 2D MR slices. This orientation was chosen to minimise the effects of

through-plane motion. However, the remaining R-L motion may cause artefacts in the

registration step of the calibration phase. Furthermore, the 3D motion estimations are

obtained by simply stacking the 2D motion fields, which leads to motion fields lacking the

R-L component. In the evaluations on synthetic data the missing R-L component accounted

for over 40% of the remaining motion estimation error. Note that currently the coronal

motion fields are used only in the groupwise manifold alignment step but are not part of

the final 3D motion estimations. It may be possible to mitigate the through-plane motion

effects by also using motion information derived from one or potentially several coronal

slice positions in the 3D motion estimation step.

Another drawback of the current implementation is that it suffers from significant la-

tency. Given the current image acquisition and computation speeds of the non-optimised

code, the motion modelling system would have a latency of around 800 ms. One option to

circumvent this problem could be to combine the method with a motion prediction tech-

nique such as the one proposed by Sharp et al. [2004]. However, to a certain degree the

problems of acquisition speed and latency can be addressed directly.

In the present work cardiac gated images were employed in order to isolate the respira-

tory motion. This effectively limits the update frequency of the model to approximately 1

Hz based on a typical heart rate of 60 beats per minute. The cardiac gating, however, is

not an essential part of the technique and could be easily dropped if the region of interest

excluded the heart as in the scenario of a MR-guided HIFU of the liver. 2D MR images

can be acquired in less than 50 ms [King et al., 2012], and potentially even as fast as 20

ms [Uecker et al., 2010] by making use of parallel imaging techniques. Furthermore, it
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has been shown that both 2D MR image reconstruction and 2D image registrations can

be performed in less than 20 ms by employing GPU implementations [Hansen et al., 2008;

Kubias et al., 2008]. Lastly, significant speed improvements could also be achieved for the

groupwise manifold alignment with a more efficient parallel implementation. It is therefore

believed that it may be possible to run an autoadaptive motion modelling system close to

real-time with update times of less than 100 ms. In the above experiments it was found

that the proposed system can significantly improve the motion estimation accuracy by

close to 20% in less than 10 minutes. Potentially, however, much faster adaptivity could be

achieved. Based on a hypothetical update frequency of 100 ms, significant improvements

in the motion estimation in the whole thorax could be achieved in as little as 1 minute.

Lastly, in the autoadaptive motion model in its present form all the data added is

retained. The rationale behind this is that, in this manner, the model can go back to

breathing patterns which were observed before a change occurred. A patient may for

example go back and forth between a calm and a nervous breathing pattern as a result

of certain actions of the surgeon or the progress of the treatment. However, the larger

the model grows the more memory is used to store the 2D motion fields and the more

computationally expensive it becomes to evaluate the updated group embeddings. It may

therefore make sense to implement a “ring buffer” approach, where older data is discarded as

new data is added to the model. An interesting future direction would be to automatically

determine which data is essential to model certain breathing types and selectively delete

data which is unlikely to be used again.
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7.1 Introduction

In the previous two chapters the objective was to match the respiratory positions of mul-

tiple datasets comprised of 2D MR slices, or motion fields derived from such slices, in a

common low-dimensional space. In order to derive the similarity kernel for the simultane-

ous embedding, high-dimensional data had to be directly compared. Since only a subset of

the datasets were comparable in high-dimensional space, e.g. only data from neighbouring

slice positions, the data was embedded in groups of two datasets each

This restriction significantly limits the applicability of the method. As was discussed

in Chapter 6, matching sagittal slices in this manner may be inaccurate even for data
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from neighbouring slice positions and respiratory information may get lost when propa-

gating through the body middle. In some manifold alignment applications comparison in

the high-dimensional space may not be possible at all due to the different appearance of

the data or potentially due to the datasets being of a different type altogether. This may,

for example, be the matching of images of a population acquired with different imaging

protocols [Guerrero et al., 2014], matching respiratory motion states in different modalities

[Thielemans et al., 2011] or matching motion states in dynamic images of the same modal-

ity acquired from different views. An example of the latter is the compounding of free

breathing 3D ultrasound images from different views for the purpose of reducing artefacts

and increasing the effective field of view [Yao et al., 2011]. Thus it would be desirable to

perform a manifold alignment without the need of any comparisons in the high-dimensional

space.

A small number of papers in the related literature have proposed manifold alignment

techniques which require neither prior correspondences nor comparability of the high-

dimensional data. Those include the two-step approaches by Mateus et al. [2008, 2007]

for articulated shape matching of human figures, and by Pei et al. [2012] for non-medical

image matching. The most closely related work was that by Wang and Mahadevan [2009],

who proposed to establish correspondences between document collections using a one-step

manifold alignment approach by considering similarities of the local neighbourhood within

each of the datasets to be aligned. Unfortunately, the approach requires iterating through

all of the permutations of the local neighbourhood of each point, which is only computa-

tionally tractable for very small neighbourhoods. The only work from the medical imaging

literature which can be considered unsupervised is the modality independent feature de-

scriptor for image registration by Wachinger and Navab [2012, 2010]. However, in that

work only 1D embeddings are considered and alignment is performed by a simple scaling

step. Such an approach would not be possible for two-, or higher-dimensional embeddings.

In this chapter, a robust one-step manifold alignment method for the ‘self-alignment

of manifolds’ (SAM) of medical images is proposed. In the following, LLE is extended

in a manner which allows the manifolds of multiple datasets to be mapped into a glob-

ally consistent space without prior correspondences or inter-dataset comparisons in the

high-dimensional space. The proposed method can be used to align manifolds constructed

from medical imaging datasets which depict different anatomy or the same anatomy from

different views, and that are hence not directly comparable. The technique is inspired by

work from the graph matching literature, and establishes correspondences between multiple

datasets based on their internal graph structure.

The method is demonstrated on two problems in medical imaging which require match-

ing of respiratory positions of different views which are hard to compare in image space: the
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4D reconstruction of MR volumes from sagittal slices acquired at different slice positions

and the compounding of free breathing 3D US sequences acquired from two different views.

This work has been presented in Baumgartner et al. [2015].

7.2 Method

In the previous two chapters groupwise embeddings were employed. However, as was shown

in Chapter 6, when using groupwise embeddings, the matching may fail completely if applied

to sagittal MR slices without using coronal slices for guidance. The main reason for that is

that respiratory information cannot successfully propagate through the body middle. Even

in other regions, and also for coronal input slices, the groupwise methodology is prone to

error propagation. A one-step approach would not require any propagation because all the

points are embedded in one single, globally consistent space. However, in Chapter 5 it was

found that extending LLE to more than two datasets did not yield good reconstructions

if applied using an image-based similarity kernel. It was furthermore found in preliminary

experiments that leaving the kernels Upq undefined for |p−q| > 1 did not lead to satisfactory

alignment of the datasets.

In this chapter, a novel method for determining the similarity kernel Upq which allows

computation of a similarity between datasets Xp, Xq without having to relate them in the

high-dimensional space is introduced. Using this novel kernel, the one-step approach from

Chapter 5 is revisited to create a robust manifold alignment technique, which does not

require the input datasets to be comparable in the high-dimensional space.

In the following, first the novel similarity kernel will be described in Section 7.2.1 and

then, in Section 7.2.2, it will be shown how it can be used in a one-step approach.

7.2.1 Similarity Without Correspondences

Most work on one-step manifold alignment has either used known prior correspondences

to define the similarity kernels Upq [Bhatia et al., 2012a; Guerrero et al., 2014], or has

used similarity measures between the high-dimensional data to define it [Lombaert et al.,

2013; Torki et al., 2010]. For many applications, however, it is desirable to simultaneously

embed medical image datasets which are not comparable in image space and for which

prior correspondences are not easily obtainable. This problem is effectively one of finding a

suitable inter-dataset similarity kernel Upq that connects datasets Xp, Xq but which is not

based on comparisons between datasets in the high-dimensional space.

In this chapter a novel, robust method for deriving such an inter-dataset similarity

kernel is proposed. Instead of directly comparing the data from different datasets in the

high-dimensional space, first the internal graph structure of each dataset is analysed and a
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feature vector characteristic of the local neighbourhood of each node is derived. In the next

step these feature vectors are compared across datasets. This approach is an extension of

the method proposed in Gori et al. [2005] for graph matching.

Deriving a Characteristic Feature Vector for Each Node

For each dataset Xp a fully connected, weighted graph G = {V,E,C} is formed which

connects each node in V to every other with edges E. The edge weights Cij connecting

node V i to V j are given by a Gaussian kernel

Cij = e

−||xip−x
j
p||

2

2σ21 ,

where xip, x
j
p are the high-dimensional data points of Xp, and σ1 is a shape parameter. Note

that Cij is formed by intra-dataset comparisons only.

As noted in Gori et al. [2005], the steady-state distribution of a (lazy) random walk, i.e.

the probability pi of ending up at a particular node V i from each other node after t→∞
time steps, can provide information about a node’s location in the graph. In a lazy random

walk the walker remains at their current node V i with probability 0.5 at each time step

and walks to a random neighbour V j with a probability given by the edge weights Cij the

other half of the time. The state of the random walk in a weighted graph after t+ 1 time

steps is given by

p(t+1) =
1

2
(I + CB−1)p(t), (7.1)

where B is the diagonal degree matrix given by Bii =
∑

j C
ij . The steady state distribution

is stationary and is given by

p∗ =
B1

1TB1
. (7.2)

In Gori et al. [2005], p∗ was used to perform graph matching. However, in preliminary

experiments, p∗ alone was not sufficiently robust to align the datasets. Therefore, to

increase the robustness of this measure, here additionally the neighbourhood of each node

is analysed. That is, for each Vi the r-nearest neighbours are identified and their p∗ are

evaluated as well, by forming an average over the neighbourhood:

π
(r)
i =

1

|η(i)|
∑
j∈η(i)

p∗j . (7.3)

In evaluations it was found that using a single value of r does not produce a rich enough

descriptor of local graph structure. Therefore, instead the value of r is systematically
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increased from 1 to a maximum neighbourhood size R, resulting in a feature vector

ri = [p∗i , π
(1)
i , . . . , π

(R)
i ] (7.4)

for each node V i. This feature vector is highly characteristic for each node in the graph

for large enough values of R. As an example one can imagine the case of the nodes corre-

sponding to medical images at different respiratory states. Because of the reproducibility of

exhales and the fact that most people spend more time at exhale than inhale, an exhale im-

age will have many close neighbours with similar p∗ values but only few far away neighbours

with varying p∗ values, whereas an inhale image will exhibit the opposite behaviour.

Matching Graph Nodes Across Datasets

The feature vectors ri
(`) are derived for each dataset ` as described above. Next, a similarity

kernel Ũpq, connecting two datasets p and q, is formed as

Ũ ijpq = e
−||rpi−rq

j ||2

2σ22 , (7.5)

where σ2 is another shape parameter. Lastly, a one-to-one matching between the two

datasets found using the Hungarian algorithm as was done before in Chapters 5 and 6, and

also in Gori et al. [2005]. This forms the final similarity kernel U ijpq, which can be substituted

into Eq. (5.1) from Chapter 5. Note that the non-zero coefficients of Upq still contain the

original similarities from Eq. (7.5) such that a very good match will have a higher impact

on the alignment than a moderate match.

7.2.2 Simultaneous Embedding of Many Datasets

The extension of the one-step approach to L datasets was already discussed previously in

Section 5.2.2. It will be partially reproduced here for the reader’s convenience.

Analogous to the case with only two datasets covered in the Theory chapter (Chapter

4), the total cost function Ctot which needs to be minimised can be rewritten in matrix

form as

Ctot = Tr(V HV T ), (7.6)

where V is the matrix containing the concatenated embeddings, V = [Y1, . . . , YL], and

H =


M1 + µ

∑
pD1p −µU12 . . . −µU1L

−µU21 M2 + µ
∑

pD2p . . . −µU2L

...
. . .

...

−µUL1 −µUL2 . . . ML + µ
∑

pDLp

 . (7.7)
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Here, the diagonal degree matrices Dpq are given by Di
pq =

∑
j U

ij
pq. Under the constraints

discussed in Chapter 5, and using the novel similarity kernel defined in Eq. (7.5), the

embeddings V are given by the second smallest to d+ 1 smallest eigenvectors of H.

7.3 Applications

The novel self-aligning manifolds algorithm is applied to two problems in medical image

analysis: 1) the reconstruction of accurate 4D MR sequences of the liver from sagittal 2D

slices, and 2) the simultaneous gating and compounding of 3D liver US images.

7.3.1 Application to 4D MR Reconstruction

High-resolution 2D MR slices were acquired from L anatomical slice positions such that

the whole liver was covered with several acquisitions per slice position. As in Chapter 6

sagittal slices were used because most respiratory motion occurs in the sagittal plane. The

acquisitions were carried out on a Philips Achieva 3T MR scanner using a T1-weighted

gradient echo sequence with an acquired in-plane image resolution of 1.4× 1.4 mm2 and a

slice thickness of 8 mm. The slice positions were not overlapping in this work, in order to

decrease overall acquisition times. To cover the liver, typically around 30 slice positions

were needed and each slice position was sampled 100 times. Furthermore, here no cardiac

gating was used because the effects of cardiac motion are negligible in the liver. Since a

single slice could be acquired in ∼ 270 ms the typical total acquisition time amounted to

∼ 14 minutes. For the synthetic experiments such data is generated in a realistic manner

from other scans. The process is similar to the one used in Chapter 6 and is described in

detail in Appendix B.3.

The image data from the L slice positions form L high-dimensional datasets X1, . . . , XL,

where each Xp contains all slices acquired at slice position Sp. As before in Chapter 5, for

each of the acquired slices the aim is to reconstruct a 3D volume by stacking appropriate

slices from all other slice positions such that the respiratory position is consistent in the

whole volume. The sequence of reconstructed 3D volumes from each slice results in the 4D

MR sequence. To achieve this the novel self-aligning manifolds (SAM) technique is applied

to reduce the dimensionality of these datasets and embed them in a globally consistent way

(i.e. align the manifolds). In this manner, the proximity of two low dimensional points

yip, y
j
q from slice positions Sp and Sq, implies proximity (in respiratory position) of the high-

dimensional images xip, x
j
q. Thus, for the 4D MR reconstruction it suffices to look up the

nearest neighbour of each slice in the low-dimensional space for all other slice positions and

stack the corresponding high-dimensional slices into a volume.
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7.3.2 Application to 3D Ultrasound Gating and Compounding

For this application, freehand 3D US images of the liver from two overlapping views were

acquired for 22 seconds at 14 frames/second (i.e. ∼ 300 frames per view). A Phillips iE33

US system with a X3-1 matrix array transducer was used. The data from the two views

make up two datasets X1, X2. The first 2 seconds of the acquisition from each view were

performed at an end-exhale breath-hold.

The compounding of the two views leads to an extended field of view and reduced noise

artefacts. The objective is to obtain a number of such compounded volumes, each of which

has a consistent respiratory position. For this purpose the imaging data from both views

are binned in the low-dimensional space such that all images in one bin originate from

approximately the same respiratory state. Next, for each bin a compounded volume is

reconstructed.

The dimensionality of the two US sequences X1, X2 is reduced using SAM such that

their embeddings Y1, Y2 lie in a globally consistent space. Although higher dimensions d

of the embedding will be able to capture more respiratory variability the dimensionality is

chosen to be d = 2 for this application such that a binning can be more easily performed.

5× 5 bins are defined in the embedded space as shown in Fig. 7.4a. However, only the ones

which contain 5 or more images from each view are selected for the compounding. Next,

the 2 second breath-hold of view 2 is rigidly registered to the one of view 1 to obtain a

transformation which corrects for the different probe location [Grau et al., 2007]. After

adjusting each image from view 2 using this transformation, the compounding algorithm

proposed in Yao et al. [2011] is applied to combine the images from each bin.

7.4 Experiments and Results

7.4.1 Experiment 1: Synthetic 4D MR Reconstruction

Synthetic data was generated as described in Appendix B.3 from 6 volunteer scans. In order

to evaluate the reconstruction accuracy of the method a volume Ṽs was reconstructed from

each slice s in the dataset, and its L2-distance to the ground-truth volume Vs from which

the slice was originally sampled was measured, i.e. Es = ||Ṽs−Vs||2. Since the distribution

of Es was skewed the median reconstruction errors are reported.

In addition to the proposed SAM technique this error was computed for two other

image based image reconstruction techniques: simultaneous groupwise manifold alignment

(SGA.SIM) as introduced in Chapter 5 and the purely image based method that was also

evaluated in the same chapter, and will be referred to here as PIM1 [Dikaios et al., 2012].

1PIM was previously called IMBASED.
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SGA.REG was not compared to the other methods because of the large computational

burden of calculating the registration-based kernel, which would take very long with 100

time points per slice position. Both SGA and PIM compare only neighbouring slice positions

and were initially proposed for coronal slices which have smaller changes in appearance

between adjacent slice positions. For SGA the optimal parameters proposed in Chapter 5

were used. For SAM the following parameters were chosen by manual tuning: µ = 10−5,

σ1 = 1, σ2 = 0.15, k = 30, d = 4, R = 99. PIM does not have parameters which require

tuning.

The reconstruction errors for each of the subjects using the different methods are shown

in the box plot in Fig. 7.1a. SAM performed significantly better (p < 0.001) than the two

other techniques for all volunteers except for volunteer 5 where SGA performed similarly.

Significance was assessed using a Wilcoxon signed rank test. SGA and PIM regularly failed

to propagate respiratory information across the medial slices. SAM, which embeds all

slice positions simultaneously without image comparisons did not suffer from this problem.

Coronal views of a single time point of the 4D reconstructions formed from the sagittal

input slices for volunteers 2 and 4 are shown in Fig. 7.1b.

7.4.2 Experiment 2: 4D MR Reconstruction from Real Data

Real slice-by-slice data from 4 volunteers were acquired and 4D MR reconstructions were

formed as explained in Sec. 7.3.1. Again the method was compared against SGA and PIM

using the same parameters as above for all methods.

The first two dimensions of the globally consistent embedded space containing the data

from all slice positions is shown in Fig. 7.2. The low-dimensional embeddings corresponding

to the image slices acquired at most slice positions are aligned well. Only the embedding

corresponding to the left-most slice position is slightly misaligned in the centre region.

On the left-hand side of Fig. 7.3a, examples of coronal slices through single time-frames

of the 4D MR reconstruction are shown for volunteer 2. All three methods show reasonable

reconstructions. However, as in Experiment 1, the respiratory information did not always

propagate through medial slices for SGA and PIM. To illustrate this, lines on sagittal slices

from the left and right hemi-diaphragm were manually defined and the 4D MR reconstruc-

tion was plotted along these lines for a short time range as shown on the right-hand side

of Fig. 7.3a. Because the left and right hemi-diaphragms normally do not move indepen-

dently (see Chapter 2), in a correct 4D MR reconstruction there should be some correlation

between the two curves. For the shown volunteer, SAM has the highest correlation. For

the other two techniques respiratory information gets lost in the body middle as before in

Experiment 1. As a quantitative measure, curves from such line profiles (see red curves

in Fig. 7.3a) were extracted for all volunteers for the entire 4D MR reconstruction and the
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NCC between the two curves was calculated for each method. The results are shown in

Fig. 7.3b.

7.4.3 Experiment 3: 3D Ultrasound Compounding

US data from two views from one healthy volunteer were acquired and binned as described

in Sec. 7.3.2. The following parameter values were used for SAM: µ = 10−4, σ1 = 1, σ2 =

0.2, k = 20, R = 200. Two single frames of the two views are shown in Fig. 7.4c. The gating

resulted in 8 bins with more than 5 volumes from each view. These are highlighted in green

in Fig. 7.4a. In Fig. 7.4b the reconstructions from these 8 bins are shown. In this experiment

the SGA and PIM methods were not evaluated because the views are not similar enough in

image space to apply those techniques. By observing the liver boundary indicated by the

arrow in the first frame, it can be verified that the bins order the data from exhale to inhale.

For comparison a compounded volume of all acquired images without gating is shown in

Fig. 7.4d in which the same structure appears blurred. To emphasize the 3D nature of the

data, in Fig. 7.4e a 3D rendering of bin 1 is shown.

7.5 Discussion

In this chapter, a novel method for self-aligning manifold embeddings was presented which

can reduce the dimensionality of multiple datasets into a single globally consistent space.

The method is completely unsupervised and requires neither prior correspondences nor

comparability of the datasets in high-dimensional space. The technique was applied to

two problems from the domain of free breathing 4D image reconstruction: 4D US view

compounding and 4D MR reconstruction.

In the 4D MR experiments it was possible to obtain significantly better reconstructions

from sagittal slices than using a state-of-the-art image based technique and the technique

presented in Chapter 5 on simultaneous groupwise manifold alignment. The 3D US demon-

stration was restricted to two views for simplicity. However, in principle an arbitrary

number of views could be combined in this manner, e.g. to obtain motion images of the

entire liver. This would have potential application in radiotherapy planning or motion

modelling [McClelland et al., 2013].

One limitation of the proposed technique is that it requires the graph structure to be

in some way characteristic of the way the data was generated. This is true for dynamic

images acquired during free breathing but it is likely that most real datasets in medical

imaging will have such a structure. Nevertheless, one inherent drawback to the method is

that it requires enough data points for the graph structure to be representative of the data.

In order to formulate the similarity kernel, work proposed in the graph matching lit-
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erature, in particular the work by Gori et al. [2005], was extended. Graph matching and

manifold alignment are, in fact, strongly related techniques. The key difference is that in

graph matching one is typically interested in a one-to-one correspondence between graph

nodes. In MA, on the other hand, a continuous low-dimensional space is obtained in which

more complex relations between all the data points can be formed, such the binning which

was performed in the US gating experiment.

The idea of self-aligning manifolds may find application in a wide range of problems.

Since the method does not require the images to be comparable in high-dimensional space, it

could also be applied to matching the motion in multi-modal image pairs, such as PET and

MR for motion corrected PET reconstruction [Dikaios et al., 2012; King et al., 2012], or the

alignment of pre-treatment MR or CT images to intra-treatment imaging such as real-time

US images for image-guided interventions [McClelland et al., 2013]. Lastly, the potential of

this technique is not limited to analysing motion. The globally consistent embedded space

of multiple datasets could also be used as input features for further statistical analysis

such as classification of Alzheimer’s disease from images acquired with different modalities

[Guerrero et al., 2014].
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(a) Box plot of reconstruction errors

(b) Example reconstructions

Figure 7.1: Results of synthetic 4D MR reconstruction experiment. (a) Box plot of recon-
struction errors. (b) Coronal slices through a single time point of the 4D MR reconstructions
obtained using the three methods for two volunteers. The green and purple areas denote
positive and negative differences to the ground-truth.
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Figure 7.2: The first two components of the aligned manifold embeddings of the data from
all MR slice positions, where each colour corresponds to a different slice position. Blue
corresponds to the left-most, and red to the right-most slice position.
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(a) Example reconstructions

(b) NCC between left and right hemi-diaphragm

Figure 7.3: Results of the real 4D MR reconstruction. (a) Coronal slice through a single
time point of the 4D MR sequence obtained using the three compared methods and line
profiles extracted from the left and right hemi-diaphragm from sagittal slices indicated by
the blue lines (the right line is at a more posterior position on this slice). (b) NCC between
the left and right line profiles over the entire duration of the 4D MR sequence.
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Figure 7.4: Results of US experiment. (a) Self-aligned manifolds of the two views, with
gating bins. The arrow indicates the path around the manifold during one full breath.
(b) Reconstructions using the data in the high-lighted bins, (c) single non-compounded
frames from the two views, (d) compounded volume without gating, (e) 3D rendering of
compounded bin 1.



Chapter 8

Conclusions

This chapter contains the final discussion and conclusions. A summary of the novel con-

tributions introduced in this thesis is presented in Section 8.1. In Section 8.2, an analysis

of the current limitations of the proposed methods is provided, along with possible future

directions to address these limitations. Lastly, final remarks are given in Section 8.3.

8.1 Summary of Novel Contributions

Respiratory motion is a significant problem in medical imaging affecting a wide range

of modalities, such as MR or PET, and treatments such as image-guided interventions.

Manifold learning offers an elegant solution to represent respiratory motion using only

a few dimensions. Multiple datasets with limited or no similarity in image space may

nevertheless lie on similar manifolds. The nature of these manifolds is defined by how

the images in one dataset change with respect to each other due to respiratory motion

rather than the absolute appearance of the images. Manifold alignment methods allow

correspondences to be established between multiple datasets which lie on similar manifolds.

In this thesis manifold alignment approaches were explored to compensate for, or model

respiratory motion.

In Chapter 5, manifold alignment was used for the robust data-driven reconstruction of

4D MR volumes from sequentially acquired coronal 2D MR slices. In that chapter, a number

of manifold alignment approaches were studied. It was found that a novel groupwise scheme

(SGA), where multiple datasets are embedded in groups of two, succeeded in reconstructing

4D MR volumes more accurately than state-of-the-art slice stacking methods, due to its

ability to capture inter- and intra-cycle respiratory variabilities, which occur in respiratory

motion. Accurate 4D MR volumes have applications in many domains such as the accurate

planning of treatments such as radiotherapy to avoid the irradiation of healthy tissue,

or motion correction of other simultaneously acquired modalities as was demonstrated in
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Chapter 5 for PET/MR. Accurate respiratory motion correction of PET data is gaining

importance as the spatial resolution of clinically available PET scanners is improving. This

has important implications for the detectability of lesions and correct disease diagnosis and

staging.

In Chapter 6, the SGA method was extended to build an autoadaptive motion model

which has the ability to adapt to previously unseen breathing patterns during the applica-

tion phase of MR-guided treatments. To this end SGA was modified to use sagittal 2D MR

input slices and data from a single coronal slice position for guidance. It was shown that

such a model can successfully improve its motion estimation accuracy over the duration of

a typical treatment. Such autoadaptivity could obviate the need for time-consuming model

recalibration once a model loses its validity due to changing respiratory patterns. Thus,

motion estimation accuracy could be steadily maintained in MR-guided treatments such as

MR-guided HIFU, or potentially MR-guided radiotherapy. This may help to spare healthy

tissue, and may improve the success rate of such treatments while reducing the time burden

for the patients.

Lastly, in Chapter 7, manifold alignment was used to find correspondences between

datasets, which unlike the data in Chapters 5 and 6 are not comparable in image space. In

particular, the methodology was applied to reconstruct 4D MR volumes from sequentially

acquired non-overlapping sagittal 2D MR slices, which differ too much from each other in

appearance to be robustly compared in image space, and for gating of 3D ultrasound data

from two different views of the same organ. To this end a novel one-step manifold alignment

approach was proposed which established similarities between the datasets based on each

dataset’s internal graph structure. The application to 4D MR reconstruction can be seen

as an extension of the method from Chapter 5 to sagittal input slices, which allows the

reconstructed volumes to have higher resolution in the plane where most motion occurs.

However, the method proposed in this chapter has the potential to be applied to many

other datasets which do not share any similarity in image space.

8.2 Current Limitations and Future Directions

The focus of all methods presented in this thesis was on modelling and imaging respiratory

motion. However, apart from respiratory motion, there are a number of other sources of

motion which impede medical imaging techniques and treatments. For applications such

as cardiac imaging or image-guided treatments of the heart, naturally cardiac motion is a

significant issue. It is likely that the methods developed here would be applicable directly to

sets of images where cardiac motion is the only source of motion. However, in experiments

it was found that the techniques are not robust to two independent sources of motion.
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In order to focus on the breathing motion for the methods in this thesis either cardiac

gated images were used (Chapters 5 and 6) or a region was imaged where cardiac motion

is minimal or absent (i.e. the liver in Chapter 7). Extending the manifold alignment

techniques developed here to accurately capture multiple sources of motion would be an

interesting and important future direction for all of the applications discussed in this thesis:

4D MR volumes could be acquired faster and could potentially also reflect cardiac motion,

the MR imaging of PET/MR acquisitions could more easily fit into a typical treatment

duration, and an autoadaptive motion model could be updated more frequently and could

also potentially be used to model cardiac motion. Some related works have already explored

separating cardiac and respiratory motion using manifold learning. In particular, Bhatia

et al. [2012b] and Bhatia et al. [2012a] explored a region-wise manifold learning approach

for this purpose. Possibly similar methodology could be applied to the techniques developed

here.

In this project, mostly T1-weighted 2D MR imaging was used apart from the demonstra-

tion on multiple 3D ultrasound views in Chapter 7. Another interesting future direction

is the application of the methodology developed here to other imaging modalities. For

instance, one possibility for future work may be applying the method to other MR se-

quences. For example, Andia et al. [2013] proposed a subtractive, blood flow-independent

MR technique for visualising the arterial vessel wall. The technique in that paper is based

on the acquisition and subtraction of two datasets, one obtained with and one without a

T2-preparation prepulse. Currently, it is assured that the two datasets are at the same

respiratory state using gating based on a diaphragmatic pencil-beam navigator and one

7 mm gating window. Potentially, the accuracy and scan efficiency of such an approach

could be improved by performing gating in a joint embedded space obtained using manifold

alignment.

Potential uses of manifold alignment techniques are not restricted to MR imaging. An-

other application which is conceptually similar to the ones discussed in this thesis is the

matching of cardiac and respiratory position in different X-ray fluoroscopy imaging planes

for the subsequent 3D localisation of catheters [Panayiotou et al., 2014]. Data from each

imaged plane could form a separate dataset as input for the manifold alignment.

In Chapter 7, a manifold alignment method was developed which does not require any

resemblance of the datasets in high-dimensional space. Using such an approach potentially

even correspondences between data acquired using different modalities could be found, as

long as the motion observed is the same in both modalities. In this manner, for example,

very distinct data such as PET list mode and MR imaging (or even MR k-space) data could

be aligned in a joint low-dimensional space, which could be subsequently used to obtain

motion corrected and attenuation corrected PET reconstructions. Another interesting, al-
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beit challenging, extension of the present work could be to align intra-operative ultrasound

or X-ray fluoroscopy data to pretreatment 4D MR imaging in order to augment the infor-

mation available to the surgeon. This could be seen as a different type of motion model

in which the 4D MR would be the calibration data, and the ultrasound (or fluoroscopy)

images would be the surrogate data.

All methods developed in this project were investigated quantitatively and qualitatively

using synthetic data, and real volunteer scans. However, none of the works have yet been

translated to a clinical setting. The PET/MR motion technique described in Chapter

5 could be directly applied to clinical data in its current form. Indeed, some preliminary

PET/MR scans have already been acquired using the proposed MR slice-by-slice acquisition

and 4D MR sequences were successfully reconstructed from the data. However, this is still

a work in progress.

The autoadaptive motion modelling technique described in Chapter 6 has potential

for improvements. For example the MR acquisition protocol could be modified to allow

for faster imaging, and efficient parallel implementations of the method could significantly

reduce computation times. Both modifications could help to increase the update frequencies

at which the model can provide 3D motion estimates. Furthermore, in its current form, the

model is not capable of estimating R-L motion. Future work could try to overcome this

problem by also incorporating motion estimates from one or multiple coronal slices into the

estimated motion fields.

8.3 Final Remarks

This project explored the potential of manifold alignment for overcoming the problem of

respiratory motion in medical imaging. A number of related works have explored manifold

learning and manifold alignment for analysing motion in medical images. However, most

related works either reduced the alignment of manifolds to the simpler case of scaling

1D curves, or applied it only to a small number of datasets. It is much easier to align

manifolds in just one dimension, however, a 1D signal is a less powerful descriptor of the

data and cannot account for variability in the data such as respiratory inter- and intra-cycle

variabilities. Likewise, aligning the embeddings of only two datasets is an easier problem

than the general problem of aligning an arbitrary number of embeddings. In this project,

a number of powerful novel techniques have been proposed which allow the alignment of

multiple datasets in order to establish relations between them in a joint low-dimensional

space of adequate dimensionality. It is concluded that manifold alignment methodology has

great potential for the data-driven analysis and compensation of respiratory motion, and

physiological motion in general, in a wide range of applications. The techniques developed

in this project have already been demonstrated for several applications in medical imaging,
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but many more applications could be approached using the methodology developed here.



Appendix A

Additional Proofs

A.1 Extension of LLE to Two Datasets

Here, I will show that the augmented LLE cost function for simultaneously embedding two

datasets in Eq. (4.6) can be rewritten in matrix form as Eq. (4.9), which is of the same

form as the original LLE cost function in matrix form (Eq. (4.3)).

By plugging in all cost functions Eq. (4.6) can be written as

Ctot(Yp, Yq) = φ(Yp) + φ(Yq) + µ · ψ(Yp, Yq)

=
∑
i

|yip −
∑
j

W ij
p y

j
p|2 +

∑
i

|yiq −
∑
j

W ij
q y

j
q |2 + µ ·

∑
i,j

∣∣yip − yjq∣∣2 U ijpq
=

∑
i,j

mij
p 〈yip, yjp〉+

∑
i,j

mij
q 〈yiq, yjq〉+

µ
∑
i

|yip|2
∑
j

U ijpq + µ
∑
j

|yiq|2
∑
i

U ijpq − 2µ
∑
i,j

U ijpq〈yip, yjq〉.

In the last equality above, the LLE cost functions were rewritten in their quadratic form

as was shown by Saul and Roweis [2003] and the squared distance in the last term was

expanded. Using the following definitions for the sums over the rows and columns of the

matrix Upq

Di
pq :=

∑
j

U ijpq

Dj
qp :=

∑
i

U ijpq
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the cost function can be further simplified to

Ctot(Yp, Yq) =
∑
i,j

mij
p 〈yip, yjp〉+

∑
i,j

mij
q 〈yiq, yjq〉+

µ
∑
i

Di
pq〈yip, yip〉+ µ

∑
j

Dj
pq〈yjp, yjp〉 − 2µ

∑
i,j

U ijpq〈yip, yjq〉.

= Tr(YpMpY
>
p ) + Tr(YqMqY

>
q ) +

µ · Tr(YpDpqYp) + µ · Tr(YqDqpY
>
q )− 2µ · Tr(YpUpqY >q )

= Tr(YpMpY
>
p + YqMqY

>
q + µYpDpqY

>
p + µYqDqpY

>
q − 2µYpUpqY

>
q )

In the second to last equality, Lemma A.1.1 was used and the last equality results from the

basic properties of the trace operator. Dpq and Dqp are diagonal matrices containing the

values Di
pq and Dj

qp, respectively.

Lemma A.1.1. Given three matrices A,B ∈ Rd×N and H ∈ RN×N , where ai and bj are

the columns of A and B, respectively, the following statement is true:∑
i,j

H ij〈ai,bj〉 = Tr(AHB>)

Proof. Using the definition of the trace operator

Tr(AHB>) =
∑
k,i,j

AkiH ij(B>)jk

=
∑
i,j

H ij
∑
k

AkiBkj

=
∑
i,j

H ij〈ai,bj〉

The cost function can be rewritten using the fact that Tr(A) = Tr(A>) as

Ctot(Yp, Yq) = Tr(YpMpY
>
p + YqMqY

>
q + µYpDpqY

>
p + µYqDqpY

>
q

− µYpUpqY >q − µYqU>pqY >p ).

= Tr(Yp(Mp + µDpq)Y
>
p + Yq(Mq + µDqp)Y

>
q − µYpUpqY >q − µYqU>pqY >p ).
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From here it can be easily verified that this is equivalent to Eq. (4.9), i.e.,

Ctot(Yp, Yq) = Tr

[ Y >p

Y >q

]> [
Mp + µDpq −µUpq
−µU>pq Mq + µDqp

][
Y >p

Y >q

] .



Appendix B

Generation of Synthetic Data

In this thesis, various types of synthetic data were used. For Chapter 5, 2D MR coronal slice-

by-slice data were simulated by simply transforming a breath-hold volume using motion

fields derived from a number of low resolution 3D dynamic volumes. This data is referred

to here as TYPE 1 and the details of the data generation are discussed in Section B.1.

Furthermore, for the same Chapter synthetic PET/MR data were generated from publicly

available 4D CT volumes. The details are discussed in Section B.2.

This type of data, however, had the drawback that each slice position had exactly the

same sampling of respiratory positions, which may be unrealistic. To account for this, for

Chapters 6 and 7, a more realistic type of synthetic 2D MR slice-by-slice data (referred to

here as TYPE 2) was used. Given the requirements of the respective experiments this data

had sagittal slice orientation, with one additional coronal slice position for the experiments

in Chapter 6. The generation involved first creating a simple motion model to generate a

number of dense 3D motion fields. From this, synthetic 2D MR image data was generated

for Chapter 6 as described in Section B.3.1. To generate the synthetic 2D motion fields used

in Chapter 6 the synthetic slice data from each slice position were registered to a reference

exhale volume, which is described in Section B.3.2.

Note that, although the TYPE 2 data is more realistic than TYPE 1, it is significantly

more computationally expensive to generate, with processing times of multiple days for one

volunteer.

B.1 Generation of Simple Synthetic MR Data (TYPE 1)

In order to generate the synthetic data of TYPE 1, a slice-by-slice breath-hold volume

consisting of coronal slices was acquired at end-exhale covering all slice positions using the

same slice-by-slice acquisition sequence that was used for the real data described in Section

5.2.1. In addition, for each volunteer, 50 low-resolution dynamic volumes were acquired on
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the same Philips Achieva 3T MR system using a cardiac-triggered T1-weighted gradient

echo sequence with an acquired image resolution of 1.5× 4.1× 5 mm3, and an acquisition

time of approximately 600 ms. The highest resolution was chosen in the S-I direction, where

most respiratory motion occurs [Seppenwoolde et al., 2002]. An example of a coronal slice

from such a volume was shown in Figure 3.1a. In order to compare the developed methods

in Chapter 5 against the PBNAV technique, a 1D pencil beam navigator was recorded

immediately before and after acquiring each dynamic image. To account for the length of

the 3D acquisition the leading and trailing pencil beam navigators were averaged to arrive at

a better estimate of respiratory position. Note that for this type of synthetic data the pencil

beam navigator was used only to implement the PBNAV technique proposed by Würslin

et al. [2013]. In the next step, a reference exhale image was chosen manually from the 50

low-resolution dynamic images. Next, motion fields were obtained for each of the dynamic

images by registering them to the reference volume using B-spline registration. Finally, the

breath-hold slices were transformed using the motion fields to arrive at synthetic slices at

different respiratory positions. However, note that while the deformations of the thorax

overall are realistic, the motion estimates inside the lungs are not reliable as they were

derived from low-resolution volumes with little contrast in this area.

B.2 Generation of Synthetic PET Data

Based on a breath-hold MR slice-by-slice scan of volunteer A in Chapter 5 (a slice of the

volume is shown in Figure B.1a), a 3D FDG uptake map with realistic SUVs was manually

created (Figure B.1c). For the purpose of evaluating the accuracy of motion correction

inside the lungs, additionally an artificial lung tumour with 1.3 cm diameter and an SUV

of 7 was added to the FDG maps. To simulate the deformations due to respiratory motion

these maps were transformed using a set of generating motion fields1. To obtain realistic

motion estimates in the whole thorax, including the lung, the generating motion fields were

derived from patient 2 of the publicly available POPI 4D CT dataset [Vandemeulebroucke

et al., 2011] using B-spline registration and were transported to the coordinate system of

our volunteer using the method described in Rao et al. [2002]. A coronal slice of the CT

volume transformed to the MR coordinate frame is shown in Figure B.1b. Because the 10

available motion states in the POPI dataset were not enough for our simulation the motion

fields were linearly interpolated to arrive at 30 (15 exhaling, 15 inhaling) motion states.

The CT volume corresponding to end-exhale was then transformed by the 30 generating

motion fields. These CT volumes served as attenuation maps in the following. Based on

the 30 motion fields, 30 gates of synthetic PET data (2 × 2 × 2 mm3 voxels, and 1.67

1Note that those generating motion fields point in the opposite direction of the backwards motion fields
estimated in the experiment in Section 5.3.3.
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million coincidence events per gate) were simulated using the STIR package [Thielemans

et al., 2006] with the ordered subsets expectation maximisation (OSEM) reconstruction

algorithm (23 subsets, 11 iterations). These gates were simulated using the 3D FDG uptake

map transformed using the generating motion fields. In addition, the transformed CT

attenuation maps were used to introduce attenuation effects into the PET simulations and

also to correct for such effects in the reconstructions. A single gate of synthetic PET data

at end-exhale is shown in Figure B.1d. The tumour is indicated with an arrow. In addition,

also 30 PET gates without motion corruption were generated which served as the ground-

truth for the evaluation. Lastly, 30 synthetic slice-by-slice MR volumes were obtained by

transforming the breath-hold slice-by-slice volume using the generating motion fields. This

is the equivalent of simultaneously acquired slice-by-slice data in a real PET/MR scenario.

Note that while the synthetic PET and MR data contains intra-cycle variabilities because

inhaling and exhaling states were separated in the generating 4D CT data, it does not

contain inter-cycle variabilities because in the 4D CT data each time point is an average of

multiple breathing cycles.

B.3 Generation of Motion Model-Based Synthetic MR Data

(TYPE 2)

In Chapter 5 synthetic data was generated by deriving motion fields from low-resolution

3D MR volumes and then transforming a breath-hold scan using these motion fields as

was described above in Section B.1. The drawback of this approach is that every slice

position has exactly the same sampling of motion states, which is unrealistic and may

artificially oversimplify the manifold alignment problem. In the following two sections an

alternative method for generating synthetic data is presented. Note that in order to match

the real acquisitions in the respective chapters, in this framework synthetic non-overlapping

sagittal MR slices were generated as opposed to the overlapping coronal slices generated

for the TYPE 1 data. For the experiments in Chapter 6, additionally data from a single

coronal slice position was generated.

The underlying idea of the TYPE 2 synthetic data generation framework was to first

build a simple linear subject specific motion model based on two 1D navigators and 3D

motion fields derived from a short dynamic low-resolution 3D MR scan containing the type

of breathing motion that one wants to synthesise. In Chapter 7, only normal free breathing

data was synthesised. However, in Chapter 6, additionally a synthetic dataset based on

a deep breathing scan was generated in order to investigate changes in breathing pattern.

Note that the motion model used to generate the synthetic data is completely unrelated

to the autoadaptive motion model proposed in Chapter 6. By generating random samples
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(a) MR Reference (b) Transformed CT

(c) Emission Map (d) Single PET Gate

Figure B.1: Coronal slices at the same A-P position through components of the synthetic
PET simulation: (a) Reference MR scan for volunteer A, (b) exhale gate from POPI dataset
warped to the coordinate system of the volunteer, (c) manually drawn emission map with
an artificial tumour inserted in the lower lung (shown in white), and (d) an example of a
single synthetic PET gate. The tumour is highlighted with an arrow.

of synthetic navigator values and using them as input to the motion model synthetic, but

realistic, respiratory motion deformations could be obtained. These, on one hand, served

as a ground-truth for the experiments on autoadaptive motion modelling in Chapter 6, and

on the other hand, were used to generate synthetic slice-by-slice data by transforming a

slice-by-slice breath-hold scan. This approach had two main advantages: 1) more realistic

sampling of respiratory positions, 2) the ability to generate datasets of arbitrary size from

a 50 second scan. However, the approach was very computationally expensive.

In the following each of the steps outlined above is explained in detail. The generation

of the synthetic data is summarised in Fig. B.2. The description of the generation is divided

into two parts:

1. The generation of realistic ground-truth motion (see Fig. B.2a).

2. The generation of synthetic slice-by-slice images and the derivation of slice-by-slice
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motion fields from them (see Fig. B.2b).

(a) Derivation of ground-truth motion fields

Acquire slice-by-slice 
breathholds

...

Slice-by-slice BH

S B-spline 
displacements

generating motion

Transform images using 
B-Spline grids

S synthetic sagittal 
slice-by-slice volumes

Sample 1 slice from
each  volume in "real"

acquisition order

Realistic synthetic 
slice-by-slice dataset 

2D B-spline 
registration

Realistic synthetic 
slice-by-slice 

dense motion fields

(b) Derivation of synthetic slice-by-slice data

Figure B.2: Overview of synthetic slice-by-slice data generation of TYPE 2. (a) Generation
of ground-truth motion fields from a 3D low-resolution MR scan, (b) generation of synthetic
slice-by-slice data by applying the ground-truth motion to slice data acquired at end-exhale,
and derivation of motion fields. The objects highlighted in green represent the synthetic
data and ground-truth for Chapter 6, and the objects highlighted in yellow the synthetic
data and ground-truth used for the autoadaptive motion model in Chapter 6. The B-spline
displacements highlighted in grey are the connection between Figures (a) and (b) and are
the same in both.

For the generation of the ground-truth data, in a first step 50 3D low-resolution MR

dynamic images were acquired using the same sequence as for the TYPE 1 data described in

Section B.1. These 3D MR images were acquired either under free breathing or under deep

breathing. From these volumes 50 control point grid displacements were derived using B-

spline registration, with 3 hierarchy levels, a final grid spacing of 15 mm in each direction

and no bending energy penalty term. Furthermore, two series of 50 navigator signals

s1, s2 were extracted from the images by measuring the displacements of small rectangular

regions on the dome of the left hemidiaphragm and the anterior chest wall [Savill et al.,
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2011]. Two signals were chosen to increase the amount of respiratory variabilities captured

in the resulting model. Next, a motion model was formed by fitting a linear function of the

navigator signal values to the displacements of each B-spline grid point [McClelland et al.,

2013], i.e.

v(t) = α1(t) + α2(t)s1 + α3(t)s2, (B.1)

where α1, α2, α3 are the parameters of the motion model and v(t) are the grid displacements

at grid location t.

In the next step, a 2D distribution was fitted to the navigator signal values using

kernel density estimation [Rosenblatt et al., 1956]. Then S random navigator value pairs

s̃1, s̃2 were sampled from this distribution. In the final synthetic data each 2D slice was

associated with a ground-truth 3D motion field. Hence, as many synthetic navigator values

were needed as the total number of synthetic 2D slices desired in the dataset. The number

S was different for the data used in Chapter 6 and 7, and will be discussed below. Next, by

substituting the sampled values s̃1, s̃2 into Eq. (B.1) S synthetic B-spline transformations

were obtained, which were then used for the generation of the ground-truth 3D motion

fields as well as for the generation of the synthetic slice-by-slice data. The ground-truth

motion fields were derived simply by interpolating a dense motion field using the voxel sizes

of the slice-by-slice breath-hold volumes described below.

In the remainder of this Appendix, the synthetic slice-by-slice data generation from the

synthetic B-spline displacements will be discussed (see Fig. B.2b). In addition to the low-

resolution volumes, all sagittal slice positions and one coronal slice position were acquired

in two exhale breath-hold acquisitions using the same slice-by-slice protocol as for the real

data, which was described in Section 6.2.1. The breath-hold data was then transformed

using the synthetic B-spline grid displacements. This led to a sequence of S synthetic slice-

by-slice volumes. From these volumes then single slices were sampled to create the final

synthetic slice-by-slice data. At this point the exact approach differed for the synthetic 2D

MR image data used in Chapter 6, and the synthetic motion fields used in Chapter 6. Both

will be discussed separately below.

B.3.1 Synthetic 2D MR Slices

For the evaluations in Chapter 6, only the sagittal slice-by-slice data was required. S = 200

random navigator pairs, s̃1, s̃2, were sampled from the joint navigator value distribution, to

obtain 200 synthetic B-spline transformations. These transformations were then applied to

the slice-by-slice breath-hold volume to obtain 200 synthetic slice-by-slice volumes. Lastly,

for each slice position τp = 100 different time points were sampled from each slice position

without replacement, generating the final synthetic dataset. The number of slice positions

L of each dataset depended on the volunteer scan but was typically around 30. Note that
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it was recorded from which of the 200 volumes each slice was sampled such that each slice

was associated with a ground-truth reconstruction. The synthetic slice-by-slice data and

the ground-truth volumes are highlighted in green in Figure B.2.

B.3.2 Synthetic Motion Fields

For the motion modelling experiments in Chapter 6 a larger dataset was chosen, where no

respiratory state occurs twice in the whole dataset. The aim was to generate τp independent

slices per slice position, which means S = L ·τp navigator values needed to be sampled from

the navigator value distribution, where L is the total number of slice positions in the

synthetic sequence. In the experiments typically L was around 30, and τp = 50. In the real

acquisitions at each time point only one slice position can be observed, and hence, here

only one slice was sampled from each of these volumes. This sampled data constituted the

synthetic slice-by-slice dataset and was the synthetic equivalent to the data obtained from

a real slice-by-slice scan described in Section 6.2.1.

As part of the model calibration phase in Chapter 6, the slice-by-slice image data was

then registered in 2D to the corresponding breath-hold slices in order to obtain slice-by-slice

2D motion fields which are the input to the proposed AAMM. The parameters used for

the registration were the same as in Section 6.2.1. Note that each of the sampled slices is

associated with exactly one of the generating motion fields. The slice-by-slice motion fields

and the motion ground-truth (i.e. the generating motion fields) are highlighted in yellow

in Figure B.2a.



Appendix C

Summary of data used in this

paper

In this Section an overview of all datasets used in this thesis is given. All 2D MR slice-

by-slice data was acquired on a Philips Achieva 3T system using the following parameters:

T1-weighted GRE sequence with an acquired in-plane image resolution of 1.4 × 1.4 mm2,

a slice thickness of 8 mm, repetition and echo times (TR and TE) of 3.1 and 1.9 ms, a flip

angle (FA) of 30 deg, and a SENSE factor of 2.

A number of attributes of this sequence were adjusted for the respective experimental

requirements of each chapter. In particular, the varying attributes were: slice orientation,

slice overlap, cardiac gating, number of slice positions and number of slices per slice position.

Table C.1 summarises those attributes for all of the experiments using slice-by-slice MR

data performed in this thesis, along with the same attributes for the synthetic data and, as

far as they are applicable, the ultrasound data used in Chapter 7.
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